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Preface

Digital technologies arbitrate power in the twenty-first century. The government-
citizen power dynamic is moderated by the degree to which civil liberties, especially
privacy, exist in both the physical and digital domains. Digital privacy is a broad
topic dependent on factors ranging from how companies handle our data, or put
another way, our most intimate secrets, to the level of data access governments claim
in the name of national security. The most important digital privacy technology is
encryption, the subject of this history.! The conflict over the degree to which citizens
should be permitted access to encryption, to technology capable of placing their
secrets beyond the reach of their governments, is known as the crypto wars. We are
enduring the third crypto war, absent ceasefire prospects.

The historic ability of governments to develop mass surveillance capabilities
has been limited by the vast labor requirements, which are economically infeasible
in democratic societies. Digital technologies removed this labor constraint. Digital
privacy activists, recognizing the removal of the labor constraint, developed and
disseminated digital encryption technologies in an attempt to introduce a new
surveillance constraint to help preserve the pre-digital government-citizen power
dynamic, and prevent what they feared as digital world could incubate: an Orwellian
state. Furthermore, some cryptologists branded themselves ‘“‘crypto-anarchists”
and aspired to use encryption technologies to change irrevocably the pre-digital
government-citizen power balance to the advance of the latter. The US government
recognized the danger of such crypto-anarchist aspirations. Fearing a loss of law
enforcement and intelligence capabilities it believed vital for preserving the pre-dig-
ital government-citizen power dynamic, and for protecting its citizens, the govern-
ment responded by attempting to exert control over cryptography, and to find ways
to provide citizens with access to encryption without negating their own surveillance
capabilities. How society settles the government-citizen power dynamic, and the pro-
vision of civil liberties such as security and privacy in the digital age, are the central
issues of the crypto wars.

Whilst vociferous debates about citizens’ rights in the digital era are occurring,
these discourses rest upon fragile foundations at times bereft of historical context.
The crypto wars comprise half a century of conflict, yet today’s belligerents are
often unaware of this history. Harvard scholar George Santayana once said, “unless
experience is maintained...infancy is perpetual’—if we want to elevate the quality
of debate, and the chance for a resolution to this conflict, we must understand our
historical inheritance. A lack of familiarity with the past is exacerbated by a culture
of venom and sensationalization on all sides of the crypto wars, inculcating a tribal-
ism which often brands those who diverge from party lines, or dare collaborate with

! For a non-technical overview of cryptography, Digital Security, How It Works, and Why It
see Keith Martin’s Cryptography: The Key to Matters (New York: WW Norton, 2020).
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Xii Preface

opponents in search of compromise, as fools or traitors. The objective of this book
is to create a crypto wars history to aid the establishment of fact from fiction, in the
hope that such a foundation will catalyze a higher caliber of discourse and facilitate
progress on this debate. Such progress may be in acceptance of, or dissonance with,
the status quo.

This book is structured in a series of stand-alone chapters, with the first three
chapters providing context for the crypto wars, and the remainder providing a his-
torical account of the conflict itself. The prologue offers a light-hearted overview of
the most important discovery in the history of encryption: public key cryptography.
Chapter 1 outlines the crypto wars. The digital communications revolution is not the
first to change the government-citizen power dynamic; therefore, Chapter 2 consid-
ers the impact of previous communications revolutions. Chapter 3 provides an in-
depth exploration of the cypherpunks, a group of digital privacy activists, including
crypto-anarchists, who challenged the government’s cryptologic hegemony. Chapters
4 and 5 cover the first crypto war, spanning 1966 to 1981 and comprising the first
government data encryption standard, and the battle for cryptologic academic free-
dom. Chapters 6 and 7 catalog the second crypto war, extending from 1991 to 2002.
During this period, digital privacy activists attempted to provide cryptography to
the masses, whilst the government sought to achieve the same without losing their
ability to intercept communications and disrupt threats. Chapter 8 covers the third
crypto war, commencing in 2013.

The nature of the government-citizen power dynamic and a correlating civil liber-
ties/risk settlement for the digital age should be determined by citizens, but policy
makers and business leaders need to drive this debate. For this reason, and as this
study is more concerned with the socio-political implications of cryptology rather
than the technical nuances (though there are interdependencies), this book is written
as a socio-political, rather than a technical, history.> At times, the genesis of core
cryptographic inventions, such as public key cryptography, is explored; however,
this text should not be viewed as a general history of cryptology. Studying the crypto
wars requires a knowledge of many disciplines including geopolitics, law, security,
psychology, and technology. A mastery of so many disparate fields is elusive to even
the most dedicated scholar. Whilst I am a seasoned technologist, it is important
to acknowledge that I am not a cryptologist, nor am I a lawyer. Thankfully, many
sources fill these knowledge gaps—any misinterpretation of such sources is solely
my responsibility, as are any errors within this study. The scope of this text is limited
principally to the United States, and to activities impacting the government-citizen
power dynamic. Beyond the US, I briefly touch on other democratic nations dealing
with this challenge. With the exception of one case study, I have omitted US govern-
ment operations to interfere with, or compromise, the cryptography of other nations,
as these activities do not impact the government-citizen power dynamic. By virtue

2 Cryptology is the overarching science of cryp-
tography and crypt-analysis.



Preface xiii

of this topic, this book is somewhat an asymmetric study—much government infor-
mation pertaining to encryption remains classified. Where there are gaps, I have
resisted the temptation to speculate; instead, I have focused on integrating as much
primary source material as possible, enabling readers to form their own opinions
where gaps exist.

Historians should also acknowledge their own backgrounds to readers, as one’s
experiences inevitably bestow biases. I grew up in an anti-establishment part of the
UK, and as a child and young man I was a musician—in this environment and cul-
ture, the government and any vestige of authority were distrusted and often perceived
as the enemy. Later, I trained in cyber security and found the hacker culture closely
aligned to my own background. During my cyber security career, like many in this
field, I have also been exposed to classified environments. Whilst NDAs prevent
further elaboration, I do want to state that I was not involved with subjects relating
to the crypto wars, and the motivation to write this book, as well as its contents, are
solely my own. I have attempted to write a non-partisan history of this issue; I like to
think my anti-government and pro-government experiences and biases even out, and
I have striven to present all sides of the story absent judgment.

This book makes no pretensions to being the “final word” on the history of the
crypto wars. Whilst I have chronicled much of the conflict, there is more I would
like to have done. However, to further delay publication when governments are
today implementing digital-oriented civil liberties policies that will mold our futures
would have been the wrong decision. It is my hope this book will stimulate conversa-
tions about the crypto wars history, that participants who have not yet done so will
tell their stories, and that scholars will challenge the contents of the book where they
find errors, leading to an ever more precise historical record of events.

It is not a historian’s role to advocate policy. However, in the conclusion I offer a
number of non-partisan observations and a high-level solution-neutral framework for
advancing the debate. My hope is that such ideas will help those much smarter than
I find a way to negotiate a ceasefire to the crypto wars, allowing us to bestow upon
future generations a rights settlement befitting of great democracies.

Craig Jarvis






Prologue: A New
Cryptological Era
California, 1975

Whitfield Diffie wept. With more than thirty summers of his life elapsed, Diffie’s
odyssey had left him adrift from the promised land his heart fervently preached
was more than a mirage. His tears fell freely as he told his beloved Mary he was a
broken-down old researcher who would never amount to anything.! He was a disciple
of cryptology unable to ascend to exalted prophet. Diffie cradled his head despon-
dently. He was earning barely enough to survive. He told Mary she should find
another man.? Diffie’s mission had failed.

Diffie’s pilgrimage had indeed been infused with a religious-like zeal, for he
believed the birth of the digital age was imminent, but its crowning would be the
death knell of privacy.

For years, he had quixotically searched for a solution to allow humanity access
to the world’s knowledge, whilst also shielding their secrets from a hostile world.
Secrets such as the names of those who exchanged seductive whispers through
cyberspace. Secrets such as whether one attended Alcoholics Anonymous. Secrets
revealing whether one desired a capitalist or a communist future. Secrets that, if
exposed, could see one’s most intimate expressions laid bare to an unforgiving world
capable of ridicule, blackmail, persecution, and murder.

At the heart of the problem was key distribution. In order for two individuals
to communicate securely, they first had to exchange secret encryption keys. This
could not be done over an insecure network, such as the Internet, as any lurking
eavesdroppers could snatch the keys from the wires, rendering subsequent commu-
nications based on those keys as private as a declaration of love bellowed across a
town square. Therefore, the keys must be exchanged offline. Easy enough for Diffie
when he wanted to establish secure online communications with Mary, whom he
saw daily, but in a globalizing world where continents divided those who needed to
communicate, physical key exchange was not feasible—in engineering parlance, the
solution did not scale. Cryptography needed a revolution if communications were to
be protected in a digital world.

Diffie’s quest to instigate such a revolution saw him travel coast-to-coast as he
sought counsel from the eminent mathematical and computing minds of his age.

! Levy, 2001, 67. 3 Ibid. 24.
2 Ibid.
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Xvi Prologue: A New Cryptological Era

Diffie struggled to trust anyone.? His inability to trust, and his desire for privacy,
drove his obsession to seek out a mathematical incantation—an algorithm, with
which scientists could cast a spell to conjure an impregnable digital ark of privacy,
which no mortal could invade.

Diffie wondered if cryptology research would endanger his life; he kept a low
profile.* In the unlikely event of success, he would subvert the prowess of perhaps
the most potent intelligence power on Earth, the National Security Agency (NSA).
But government agents never arrived. Perhaps they already knew the futility of his
pilgrimage. Maybe the NSA decided rather than enacting elaborate plans to frustrate
his mission, they would simply allow the impenetrable walls encircling the crypto-
graphic nirvana to block his passage.

Diffie’s tears continued to tumble from his cheeks as Mary comforted him. She
had been studying Egyptology, and explained to him that the ancient Egyptians
believed some qualities were innate whilst others were acquired; she thought great-
ness must be an innate characteristic; “I know what I am looking at, and I know you
are a great man,” she whispered.?

Mary returned home one day later that year to find Diffie waiting at the door with
a strange look on his face; “I think,” he said, “I’ve made a great discovery.”®

Diffie’s revelation was a cryptographic heresy, but a heresy as revolutionary as
when Prometheus stole fire from Olympus for humanity, or when the Bible was
translated from Latin to secular.

Diffie’s blasphemy would change the course of computing, commerce, and con-
flict forever. Rather than keep the shared encryption key secret, known only to the
correspondents, Diffie would use a pair of keys; one would be public, and the other
secret, or private. The parties would exchange public keys without the need for
secrecy, for the revelation Diffie offered the world meant messages encrypted with a
user’s public key could only be decrypted with that user’s private key: the key they
alone possessed. Now the public key could be sent over insecure channels, such as
the Internet. Diffie didn’t have an algorithmic implementation of his vision, but he
had discovered the conceptual framework—the direction of travel toward a solution.

Public key cryptography was born.

Working with his intellectual partner, Martin Hellman, Diffie refined the approach
and in a 1976 article entitled “New Directions in Cryptography,” their discovery was
announced.

The age-old key distribution problem was on the ropes, but the knockout blow
was yet to land.

Few immediately grasped the discovery’s implications. For it was a discovery,
rather than an invention. Diffie and Hellman’s public key cryptography was to com-
puter science as Newton’s theory of universal gravitation was to physics, as Pasteur’s
germ theory had been to medicine, and as Darwin’s theory of evolution was to biol-
ogy. They were on the “brink of a revolution in cryptography,” a new era of privacy.’

4 Ibid. 26. ¢ Ibid. 73.
5 Ibid. 67. 7 Diffie and Hellman, 1976, 644.
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For encryption was seen by those most prescient as a panacea to the threats faced
by the common person, as a natural evolution of citizens’ ability to protect themselves
in the digital age against a state that could at any time lurch towards dictatorship.

This was a moment upon which the history of communications, information
dissemination, and thus political power, would pivot. One has to wonder, had they
known the implications of Diffie’s discovery, would there have been a limit to how
much treasure the West’s enemies would have expended, how much blood they
would have spilled, to control the fertile new ground?®

From this new ground, Nikita Khrushcheyv, sitting behind the Kremlin’s crimson
fortifications, could have secured every secret binding the Soviet Union.

From this new ground, Fidel Castro could have concealed the political strategies
anchoring his recently liberated nation to the Communist powers.

From this new ground, Kim I1-Sung could have prevented the American hoard at
his border from eavesdropping on Pyongyang.

Diffie’s only protection from such dangers had been the world’s ongoing igno-
rance of what many believed a hopeless quixotic quest to solve the key exchange
conundrum. When Diffie’s thoughts morphed to words in an academic journal, he
and Hellman were free of the risk any government would kill them to control their
discovery.

Diffie and Hellman had offered the world a map of the new lands beneath their
feet. But they could only sketch the general direction of travel—it would be others,
namely MIT’s Ron Rivest, Adi Shamir, and Leonard Adleman who would discover
an algorithm allowing completion of the map to public key cryptography. It would
take the world years to comprehend the prophetic nature of Diffie and Hellman’s
work: they had laid the foundations for confidentiality in the digital age.

Privacy and intimacy could now be extended regardless of distance.






'I The Crypto Wars

We are at one of those important cusp points in history.

The technologies of networks and of encryption make it very easy for excit-
ing new structures to develop (crypto anarchy, privacy...anonymous systems,
digital banks).

But the same technologies make it possible for a cyberspatial police state to
develop.

The race is on.
Timothy C. May, cypherpunks co-founder, 1994

Digital communications empower citizens to a greater degree than at any point in his-
tory. Today, citizens learn languages, confess sins, consult physicians, and even enter
virtual reality via the Internet. The digital revolution is fundamentally changing how
citizens interact with governments. Citizens can instantly access online public ser-
vices, and are afforded a plethora of information on how their governments operate.
This allows transparency organizations to monitor governments more closely, and
for groups such as WikiLeaks to use data obtained via hacking techniques to expose
practices they deem corrupt or immoral.! Transparency groups hope such surveil-
lance of governments will deter abuses of power, and act as a detection mechanism
when transgressions manifest, such as the abuse of citizens’ privacy rights.

Digital communications have also empowered governments. Today, citizens vol-
untarily carry devices capable of listening to their conversations and tracking their
movements. If a century ago governments were asked to design the perfect surveil-
lance tool, such a device would look a lot like a smartphone. With the high levels of
smartphone market saturation governments can, if unrestrained by laws, operate the
most invasive surveillance apparatus in history. The depth of surveillance is compli-
mented by its breadth. Modern computing technologies are able to analyze data at a
scale never before possible, and as a result a relatively small number of government
employees can now surveil an entire citizenry: for the first time in history, the digital
revolution has untethered the surveillance labor constraint. This is important, as
historically the feasibility of mass surveillance was regulated not only by laws, but
by the economic viability of surveillance. Enacting an extensive national surveil-
lance system, such as that achieved by the Stasi in the German Democratic Republic
(GDR), required committing vast resources, capital, and labor. Such expense neces-
sitated a quality of service sacrifice in domains such as welfare and education; for
example, GDR security spending was estimated at 9.2% of national income by 1986.2

! For example, see Wikileaks, 2017. 2 Crane, 1989, V.



2 Crypto Wars

Comparatively, in the same year the UK spent only 4.7% of GDP on security;* by
2018, in (relative) peacetime, UK security spending dropped to 1.8%, whilst the US
spent 3.2%.* Unless a democratic citizenry desired a surveillance state, an incumbent
politician would be unlikely to win the votes to remain in office on a platform of
endemic surveillance in lieu of other services, such as health care, deemed vital by
the electorate. Therefore, in democratic societies the cost of recruiting vast numbers
of citizens into the security services was untenable, and would likely lead to the
ejection of the executive from office. This labor constraint acted as a natural check
against any inclinations a democratic state may hold to deploy mass surveillance
against its citizenry. Whilst a capital expenditure constraint remains, market econo-
mies have made this challenge surmountable.

To highlight how digital technologies have minimized the surveillance labor con-
straint, consider the following hypothetical investigation exploring pre-digital and
digitally enabled variants. The first investigative stage is to identify potential threats
to the state (target discovery). In order to identify spies during World War Two, the
US employed more than 10,000 civil servants to open almost a million pieces of
international mail each week.’ If faced with the same challenge in the digital era,
assuming a suitable level of access, computer algorithms could be programmed to
search for patterns likely to reflect a spy’s activity. For instance, intelligence agencies
could search for any telephones located near multiple sensitive, geographically dis-
parate government sites in isolated locations that are also in contact with telephones
in the hostile nation. Whilst this is a crude example, as long as collection assets
were in place it would require virtually no labor to execute, whereas the pre-digital
equivalent would require vast resources.

During the investigation the pre-digital analyst would have to search for the tar-
get’s previous activities by combing through vast paper-based archives, which may
not be centralized or efficiently indexed. Even when relevant records are located, they
may provide only limited details due to the available labor required to create com-
prehensive records. To understand the scale of this challenge, consider that to support
30 officers in 1938, MIS required four times as many secretaries.® The pre-digital
investigator could engage with the telephone companies to obtain historical billing
records, though returned data would be limited to other phone numbers contacted,
and potentially the premises to which those phones were registered. The investigator
could potentially speak to contacts of the target in an effort to develop a profile, but
this would risk exposing their investigation and require significant resources. The
investigator could consider deploying surveillance teams, or covert agents to build
a relationship with the target; however, this would again require substantial labor
resources and time. In contrast, the digitally enabled investigation would be able to
use signals intelligence assets to quickly create a profile of the target, perhaps using
nothing more than their online footprint (unless the target exercised exceptional

3 Rogers, 2010. 3 Broderick and Mayo, 1980, 23-27.
4 World Bank, 2018. ¢ Higgs, 2004, 146-147.
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operational security) requiring minimal labor. Details available via digital surveil-
lance could include a target’s travel history (and future intentions), their correspon-
dence, networks, pictures, videos, reading habits, financial transactions, and more.
Digital surveillance can be made easier with the assistance of internet companies,
many of whom are essentially advertising companies (e.g., Alphabet, Facebook) that
build detailed profiles of their clients in order to target advertisements. The US is in
a particularly fortuitous position when it comes to digital surveillance capabilities,
as it hosts vital internet transit points and services. Consequently, a high volume of
global online communications either traverse or terminate within its territories.”

Technology has even improved the efficiency of physical surveillance. Static sur-
veillance teams are able to use digital technology to make surveillance less depen-
dent on physical eyes being constantly on the target. For instance, surveillance
officers can deploy miniature digital cameras and microphones, and potentially even
state-operated malware onto the target’s devices to provide close access coverage.
Mobile surveillance becomes easier when leveraging a target’s digital footprint,
such as which cell tower their phone is using, and leveraging additional digital data
sources such as automatic number plate recognition technology, and potentially even
GPS data extracted from their phone by state-operated malware.® The result of these
technological evolutions is that whereas in the pre-digital age building a comprehen-
sive profile of a citizen would take a team of investigators months of tedious work,
in the digital age a detailed investigation can be executed remotely with relatively
little manual effort, and within a compressed time period. With the labor constraint
for surveillance mostly removed, it has now become possible to enact mass surveil-
lance against an entire citizenry. This significantly changes the government-citizen
power dynamic.

To appreciate the implications of mass surveillance one has to understand rel-
evant definitions. Surveillance is defined by David Lyon as “any collection and pro-
cessing of personal data, whether identifiable or not, for the purposes of influencing
or managing those whose data have been garnered.” Like governments, internet
companies are increasingly able to conduct surveillance to develop an understand-
ing of citizens in order to target advertisements, and to influence their purchasing
decisions. Bruce Schneier, a cyber security expert and fellow at Harvard University,
argues that “surveillance is the business model of the Internet.”'? Internet companies
try not to emphasize this business model of harvesting user data in exchange for
services, instead preferring to cultivate a narrative that they are making the world a
better place, such as Facebook’s slogan of “give people the power to build commu-
nity and bring the world together,” or that they are virtuous, such as Google’s “don’t

7 For a visual representation of the US’ posi- state, is capable of activating microphones
tion within the Internet’s cabling systems, see and harvesting GPS data from smartphones
Telegeography, 2018. (Kaspersky, 2018).

8 For example, ZooPark malware, assessed by  Lyon, 2002, 3.
Kaspersky Labs to be operated by a nation ' Rashid, 2014.
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be evil” mantra.!"'? Surveillance is either targeted or untargeted. Targeted surveil-
lance is conducted against individuals that, as a result of evidence gathered, the
state has assessed are acting, or intend to act, illegally. Throughout modern history
targeted surveillance, or the government’s right to selectively violate the privacy of
individuals for the defense of the wider citizenry where they possess probable cause
and a legal warrant, has been a broadly accepted government activity.”> Untargeted
surveillance is when the government conducts target discovery activities against citi-
zens where there is no evidence to indicate they are acting, or intend to act, illegally.
Untargeted surveillance is typically associated with mass surveillance programs,
where governments collect as much data on as many citizens as possible against
which to conduct their untargeted surveillance (although mass surveillance also sup-
ports targeted surveillance).

Governments argue surveillance programs can help law enforcement and intel-
ligence services deliver security for their citizens by aiding in prevention of criminal
conspiracies and terrorist plots—though quantifying such benefits is extremely chal-
lenging.'* The Internet is midwife to myriad new crimes and threats the government
is attempting to manage, and those who would harm citizens can now do so from
behind anonymity tools and beyond national borders. For some citizens the first duty
of government is to provide security: these citizens may welcome digital surveillance
capabilities. For other citizens, such surveillance powers represent an unacceptable
violation of privacy and the principle of innocent until proven guilty, as well as hold-
ing the potential to be abused in ways that may impede or even doom their democra-
cies. Many human rights groups, such as Liberty, argue that mass surveillance is an
“unjustifiable invasion of our privacy. It erodes our freedom of expression and our
right to peaceful assembly and association.”'

In the early 1970s, cryptologists, presciently observing the untethering of the sur-
veillance labor constraint and the resultant potential for mass surveillance, attempted
to introduce a new constraint: digital encryption. Some, such as the crypto-anar-
chists, even desired a future where encryption enabled privacy to be dominant, and
for the state to drastically shrink.!® Not only could the crypto-anarchists’ vision ren-
der governments unable to carry out security functions, it could even prevent taxa-
tion, which former US President James Madison observes “is essential to the very
existence of government.”"’

In 1975, cryptologists Whitfield Diffie and Martin Hellman discovered public
key cryptography.'® For the first time in history, public key cryptography provided
the ability for individuals who had not previously exchanged encryption keys (for

Google’s “don’t be evil” slogan was changed in '
2016 to “do the right thing,” possibly to alleviate

For an overview of this challenge, see Cayford
and Pieters’ “The effectiveness of surveillance

the implication that without strict guidelines their

default state would be “evil” (Alphabet, 2018).

Facebook, 2018, and Google, 2018.

13 For instance, see the fourth amendment of the
US Constitution in United States Government,
1789.

IS

technology: What intelligence officials are
saying.”

Couchman, 2018.

See May, 1988.

Internal Revenue Service, 2018.

Diffie and Hellman, 1976.
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instance, via courier) to initiate a secure digital communication channel. Ever since
the discovery of public key cryptography, society has debated to what degree citizens
should be allowed access to cryptography, or put another way, how much digital
privacy citizens should be permitted. Whether the Internet would remain free of
government monitoring or would become more surveilled than the off-line world,
would be determined to a significant degree by citizens’ access to encryption.
Recognizing this, in 1992 a group of technical experts coalesced to defend privacy
in the coming digital age by providing citizens with access to cryptography. They
became known as the cypherpunks. The cypherpunks brought together academics,
crypto-anarchists, and industry professionals. Its members were anti-establishment;
according to cypherpunk co-founder Timothy May, the group comprised “a lot of
radical libertarians... [and] some anarcho-capitalists.”’® In 1993, May estimated
about 50% of the cypherpunks were “strongly libertarian/anarchist,” a further 20%
were liberal or leftist, while the rest of the group’s composition was unknown.?®
The cypherpunks would be augmented by others with similar ideologies, such as
lawyers and journalists, forming a wider digital privacy rights movement. Though
it is important to note whilst the prefix “digital” is used to describe these activists,
the inexorable convergence of the online and off-line worlds means we are actually
discussing civil rights in the modern era, rather than privacy within the digital realm
alone. The cypherpunks’ initiatives were often in conflict with US government poli-
cies. The conflict between the digital privacy activists and the government became
known as the “crypto wars”—unknown to many, the “wars” had been ongoing since
at least 1966. The crypto “wars” are of course not warfare in the traditional sense
as perhaps best defined by nineteenth-century Prussian philosopher of war General
Carl Von Clausewitz, who argued warfare comprises three elements: use of (violent)
force; instrumental to achieving objectives; political in nature.?!

The crypto wars are framed using militaristic language, setting the belligerents
to battle in an implied zero-sum game. The metaphorical invocation of warfare
underlines the hostility existing between the parties. It also reflects the media-savvy
nature of the cypherpunks in sensationalizing their arguments in order to appeal
to the media and amplify their message. The narrative is typically of security and
privacy being in opposition, with the state benefiting from security (surveillance
capabilities), and citizens from privacy (encryption). Such a framing is flawed as it
fails to acknowledge that citizens benefit from the security that the state provides,
just as governments are enriched by taxes from a robust online economy protected
by privacy-enhancing technologies such as encryption.?> However, there is a security
vs. privacy dimension to the crypto wars, and it is true that at least to some degree
a “balance” exists between the two—but a wider perspective, that of overall digital
risk to states and citizens, is required for a more comprehensive and useful framing
of the government-citizen relationship and digital age civil rights provisions.

19 May, 1994b. 22 Without encrypted communications it would not
20 May, 1993. be possible to securely exchange sensitive data,
21 Clausewitz, 1909. such as credit card details, and therefore secure

online transactions would likely be impossible.
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Whilst traditionally the crypto wars have been divided into two conflicts—the
1990s and post-Snowden eras—they are more appropriately divided into three dis-
tinct conflicts. The first crypto war started in 1966, and the major battles were waged
in the mid-to-late 1970s over the strength of the first government-accredited data
encryption standard (DES), and the freedom of academics to publish cryptologic
research. The war concluded in 1981. The second crypto war commenced in 1991
when cypherpunk Phil Zimmermann, reacting to legislation put forth by Senator
Joe Biden, which suggested encryption that did not provide for government access
may be outlawed, wrote the first computationally viable public key cryptography
software for personal computers.?>** Concurrently, the US government attempted
to build a backdoor access method to encryption chips to provide cryptography to
the masses whilst preserving their ability to access protected communications when
required. This second war lasted until 2002. The third and ongoing crypto war was
ignited in 2013 with Edward Snowden’s disclosures of the NSA’s surveillance prac-
tices.? Naturally, skirmishes occurred between the crypto wars.

Today, the crypto-anarchist aspiration to hinder state security functions is not as
fantastical as may have been thought at the inception of these ideas in the 1980s.26
The challenge of cryptography is that practitioners do not know how to implement
robust encryption that at once meets the requirements of citizens, businesses, and
governments. This combined requirement is an encryption capability that both
protects the digital privacy of citizens and businesses from a plethora of threats,
including overreaching governments, whilst at the same time providing a selective,
or “exceptional” access method against singular implementations of cryptography
(e.g., an encrypted smartphone) for government agents in possession of legal war-
rants. The feasibility of selectively breaking encryption algorithms for law enforce-
ment agencies without creating a systemic security weakness has been repeatedly
met with derision by the technical community.?” The primary issue is that once a
“backdoor” has been created, how can that backdoor be secured against compromise
by unauthorized users? Creating secure backdoors is considered by many technical
experts to be impossible due to the inability to both protect the access mechanism
(i.e., the access process at a corporate headquarters), and to prevent others from inde-
pendently discovering and exploiting the access mechanism. Therefore, societies are
confronted with a dilemma; if the encryption exceptional access problem cannot

23 The software was called “Pretty Good Privacy” Security Service (NSA/CSS) leads the US gov-
(PGP). There had been earlier efforts to create ernment in cryptology that encompasses both
public key software computationally viable for Signals Intelligence (SIGINT) and Information
personal computers, such as Charlie Merritt’s Assurance (IA) products and services, and
Dedicate32 software, however the computa- enables Computer Network Operations (CNO)
tions (key generations) were too slow to be used in order to gain a decision advantage for the
in practice. Nation and our allies under all circumstances”

24 United States Congress, 1991. Section 2201. (National Security Agency, 2018).

2> The NSA is America’s primary communica- ¢ For an articulation of the crypto-anarchists’
tions intelligence agency. Their mission state- philosophy, see May, 1988.

ment is: “The National Security Agency/Central 2’ See Abelson et al., 2015.
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be solved, society must either implement a system allowing governments complete
access to all encrypted communications (or major subsets thereof), introducing sys-
temic weaknesses into the digital ecosystem upon which society depends, or society
must implement (or continue to permit) robust cryptographic systems that prevent
any government access to encrypted data. Either option will distort the pre-digital
government-citizen power dynamic, with one path leading to an era of heightened
state power and digital vulnerability and the other leading to a greater level of risk
from hostile nations, organized crime, and terrorism. This impasse is at the root of
the crypto wars and has catalyzed a debate between citizen and state spanning half a
century without resolution (or at least resolution to the satisfaction of nation states).

In order to understand this topic, we must explore what is meant by the concepts
of security and privacy. Whilst security and privacy have a large body of academic
research, both terms are contested. Daniel Solove argues that privacy should not be
considered a singular entity, but a series of concepts that resemble one another: “The
term privacy is best used as a shorthand umbrella term for a related web of things.”?8
Furthermore, Solove argues that other than in this usage, “the term privacy has little
purpose. In fact, it can obfuscate more than clarify.”? Solove comments that rather
than focusing on the definition of privacy, we should instead direct our attention to
the specific privacy violations that cause harm to individuals.’® For instance, Solove
indicates surveillance and interrogation cause harm, as the objective of these pur-
suits is the attainment of information the subject is not willing to relinquish. Another
example is unauthorized disclosure of information, which harms an individual by
influencing the way others judge their character.’!

Privacy is increasingly prominent in legal documents; however, this was not
always the case. For instance, consider the 1789 American Bill of Rights which out-
lines the rights of its citizens. The Fourth Amendment, which is a battleground for
whether the constitution supports the use of encryption, declares:

The right of the people to be secure in their persons, houses, papers, and effects, against
unreasonable searches and seizures, shall not be violated, and no warrants shall issue,
but upon probable cause, supported by oath or affirmation, and particularly describing
the place to be searched and the persons or things to be seized.*

The amendment did not explicitly use the term “privacy.” Diffie observes, “I don’t
suppose it occurred to anyone at the time that it [privacy] could be prevented.”33 The
amendment also failed to qualify what it meant to be “secure,” what would constitute
reasonability, and whether there was a threshold of criminality that would trigger a
violation of a citizen’s rights. By the twentieth century, more focus was being placed
on privacy and the consequences of its violation. In the United Nation’s Universal
Declaration of Human Rights of 1948, the authors brand rights violations as a root

28 Solove, 2007, 760. 31 Ibid, 490
29 Tbid. 32 United States Government, 1789, 396.
30 Ibid, 482. ¥ Diffie, 1995, 394.
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cause for “barbarous acts which have outraged the conscience of mankind.”3* The
declaration specifically employs the term “privacy,” stating, “No one shall be sub-
jected to arbitrary interference with his privacy, family, home or correspondence.”*
Interestingly, the declaration includes a clause that could be applied to digital encryp-
tion technologies, and that is not found in other similar documents, “Everyone has
the right...[to] share in scientific advancement and its benefits.””3

The term security equally suffers from a contestation of definition, with the
notion of security itself being subjective. For Arnold Wolfers, “national security”
is a phrase used to indicate policies that should be “designed to promote demands
which are ascribed to the state rather than to individuals, sub-national groups or
mankind as a whole.”¥” However, Ken Booth argues any such definition of security
lacks universality, as “different world views and discourses about politics deliver
different views and discourses about security.”*® In opposition to Wolfers, Booth
argues the referent object for security should be individual humans rather than the
state. Booth opposes Wolfers by arguing the state is a means, rather than an end, as
in traditional security studies. Booth’s removal of the state as the referent object to
be secured means sub- and supra-state entities, such as individual security, women’s
security, and environmental security, can now be considered referent entities. Booth
argues that security means emancipating citizens from physical and human con-
straints preventing pursuit of their goals. Whilst war is one constraint there are many
others, including poverty, poor education, and political oppression; “‘emancipation,
not power or order,” Booth argues, “produces true security.”*

An argument can be made that privacy itself is a national security issue, as pri-
vacy is a core value helping democratic forms of governance endure. Privacy facili-
tates freedom of speech without fear of censorship or repercussions. This enables
the incubation of new political ideas amongst small groups before such ideas mature
and are able to be articulated to the electorate for wider debate. If privacy were to be
subverted, this mechanism of developing new potentially contentious political ideas
would be compromised—one could argue this would undermine a structural pillar
of democracy threatening the future of the country under its existing governance
model.

Acute challenges arise when one or more citizen rights, such as security and pri-
vacy, are in conflict. Documents such as the French Declaration of the Rights of Man
and of the Citizen, and the UN’s Universal Declaration of Human Rights profess that
as well as a right to liberty, or privacy, citizens have a right to security. Governments
must confront conundrums such as citizens who demand security from terrorism,
but also instruct their privacy must not be violated. Whether governments elect to
provide additional security at the expense of privacy or vice versa, they will be cur-
tailing a core right of their citizens. Governments must therefore consider how they
balance freedoms, and which of a citizen’s rights are removed or curtailed either

34 United Nations, 1948, 398. 37 Wolfers, 1952, 481.
3 Ibid, 399. 3 Booth, 1997, 106.
3 Ibid. 3 Booth, 1991, 319.



The Crypto Wars 9

temporarily or permanently. Ideally, policies should be implemented that accurately
reflect the will of the population as to what degree of privacy and their broader civil
rights should be sacrificed for “national security” goals, or vice versa. Therefore, we
must explore citizen sentiment on this issue, and the primary factors causing senti-
ment modulation. Pollsters typically frame their questions on this topic as an either/
or between security and privacy, which produces results that are somewhat unnu-
anced, but are useful nonetheless as a general view of citizen sentiment.

One may hypothesize high profile security/privacy events, such as the Al-Qaeda
attacks of 2001, or the Edward Snowden leaks of 2013, would have a significant
impact on public sentiment with regard to security and privacy but the supporting
evidence for this statement is often contradictory. For instance, a 2006 CNN poll
of 1003 Americans found that 38% believed the government had gone too far in
restricting civil liberties; this number had increased from 28% in 2003, and 11% in
2002.40 This suggests that in the wake of the September 11, 2001 attacks Americans
were more willing to accept privacy curtailment in favor of a perceived increase in
security, which would support the hypothesis that the attacks changed public senti-
ment, only for them to slowly revert to a “normal” state as the fear of attack subsided.
An alternate reading of this data may be that the measures the government imposed
after the attack incrementally altered security measures and privacy provisions until
the point was reached at which greater numbers of civilians thought the measures no
longer proportionate to the threat.

However, other studies suggest there is less of an impact from security-privacy
events. For instance, a Pew Research survey conducted after the Snowden revelations
in 2015 revealed that 62% of respondents believed it more important to investigate
terrorism than protect privacy; the same response received 68% of the vote in 2010,
and 65% in 2006.4% Whilst the sample size (1004) leaves questions as to whether
this can be considered a representative data set, the three approximately correlating
readings suggest that not all high-profile security/privacy events result in a drastic
change in public sentiment, or that any post-Snowden modulation was short-lived.
However, an alternate interpretation of this data could be that privacy events (e.g.,
Snowden leaks) have a minimum impact, or impact a much smaller demographic,
than security events. Many other polls that attempt to show public opinion changes
in proximity to high-profile security-privacy events suffer from the same challenge
of being too small a sample to be considered representative.*

A 2019 Pew Research poll offered a larger sampling by interviewing 4,272 US
adults.** The poll found 66% believed they were not benefiting from the system of
government data gathering, and 64% were concerned how the government may be
using their data. 47% believed at least most of the digital activities were being traced

4 CNN, 2006. to intrude on personal privacy, even if that
41 The full question was: “What do you think is limits its ability to investigate possible ter-
more important right now—(for the federal rorist threats)”

government to investigate possible terror-  * Washington Post, 2015.
ist threats, even if that intrudes on personal  * For instance, see Toner and Elder, 2001.
privacy); or (for the federal government not  #* Auxier, Rainie et al. 2019.
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by the government. 49% believed it acceptable for the government to collect data on
all Americans (mass surveillance) to detect terrorist activity; 31% felt it unaccept-
able. Surprisingly, 57% of the sample said they follow privacy news very, or some-
what closely—with those over 65 much more likely than their younger compatriots
to do so. 70% felt their data was less secure than it was five years ago. Further analy-
sis is needed to make detailed assessments of public security and privacy sentiments
and to understand modulation variables. Citizens often have conflicting views about
this topic as articulated by cypherpunk Timothy May:

Americans have two dichotomous views held exactly at the same time. One view is,
“None of your damn business, a man’s home is his castle. What I do is my business.”
And the other is,

“What have you got to hide? If you didn’t have anything to hide, you wouldn’t be using
cryptography.”

There’s a deep suspicion of people who want to keep things secret.*

When addressing the encryption debate one is often confronted with the argu-
ment May references, that if one has nothing to hide, one has nothing to fear from
state surveillance. This position is held by those such as Michelle Van Cleave, who
argues innocent citizens should not fear having their digital privacy violated by mass
surveillance such as an NSA supercomputer conducting data mining.*® The argu-
ment posits that if a government agent does not look at the data, it is not considered
harmful to the citizen. Quantifying the damage from surveillance, whether it be
human-operated or machine-driven, is indeed challenging. Digital privacy activists
often draw out surveillance’s impact of “chilling” freedom of speech and reducing
the range of debate within the democratic process; Liberty argues that surveillance
“causes us to self-censor and change our behavior.#” But, how can one demonstrate
speech has indeed been chilled? Or how can one measure the result of that chilling
whilst providing quantified societal benefits of surveillance, such as security gains?
Bruce Schneier argues the “nothing to hide” mantra positions the argument upon a
faulty premise, that “privacy is about hiding a wrong. It’s not. Privacy is an inherent
human right, and a requirement for maintaining the human condition with dignity
and respect.”® The cypherpunks would agree, arguing in their manifesto:

Privacy is not secrecy. A private matter is something one doesn’t want the whole world
to know, but a secret matter is something one doesn’t want anybody to know. Privacy
is the power to selectively reveal oneself to the world.*

4 Levy, 1993. 4 Schneier, 2006.
4 Van Cleave, 2013, 59. 4 Hughes, 1993.
47 Couchman, 2018.
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We should further consider the framing of these rights. Opposing security and pri-
vacy so diametrically belies their interdependence. Security and privacy are symbi-
otic, not being likely to exist without one other, whilst achieving either to the fullest
extent is unlikely sustainable. Daniel Sherwinter argues “absolute security requires
totalitarianism, but total privacy creates anarchy.° The framing of the relationship
between security and privacy as a “balance” is flawed, as Solove points out:

Placing the security measure on the scale assumes that the entire security measure,
all-or-nothing, is in the balance. It’s not. Protecting privacy seldom negates the
security measure altogether. Rarely does judicial oversight or the application of the
Fourth Amendment prohibit a government surveillance activity. Instead, the activity
is allowed subject to oversight and sometimes a degree of limitations. [author italics]’!

Additionally, not all security measures impact privacy; for instance, the introduction
of fortified cabin doors in airplanes after 11 September 2001 have resulted in no
diminution of citizen privacy.

In making decisions concerning civil liberties trade-offs, mechanisms should also be
implemented to manage the biases upon politicians who are making rights decisions on
not only the level of risk to the state, but to their personal careers. It is unlikely politicians
will favor a civil rights decision exposing them to the personal electoral cost of a security
incident over the less likely benefit a privacy bias would convey at the polls. Executive
bias is addressed within terrorism literature. For instance, Tiberiu Dragu argued in 2011
that “the assumption that reduced privacy increases security...advantages the execu-
tive, who can rhetorically couch antiterrorism measures in terms of patriotism.”? Dragu
argues that should an executive oversee privacy restrictions there exists a paradigm that
such restrictions may never be reversed:

if a terrorist attack is absent, then they can argue that privacy-reducing measures are
effective, and if a terrorist attack occurs, then they can argue that their surveillance
powers were not sufficient to prevent the attack and ask for new powers.>

However, one should be cognizant that politicians maintain power by reflecting the
desires of their constituents. Therefore, electorate-driven biases are valid in demo-
cratic societies. There are times when citizens’ short-term fears following security
incidents must be balanced with their long-term desires for freedoms such as pri-
vacy (if this is their desire). Such considerations can tempt us towards a potentially
undemocratic form of government paternalism—a posture of informing citizens
“you may say you want this, but this is what you actually want and need.” In order
to manage executive and public biases, mechanisms should be considered to ensure
actions taken amidst high-profile but low-impact security incidents have appropri-
ate safety valves. This can help ensure the long-term desires of the citizenry are not
compromised with permanent privacy-restricting measures being implemented in
response to temporary security threats.

50 Sherwinter, 2007, 504. 32 Dragu, 2011, 74-75.
51 Solove, 2011, 35. % Ibid, 75.
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A further complication in framing security against privacy is that privacy measures
such as encryption also benefit citizen security from cybercrime threats, and help pro-
tect government critical national infrastructure from hostile states. Rather than a binary
conversation of the balance of power between the government and citizenry, or between
the rights of security and privacy, we must consider the wider risk portfolio each party
manages. Society must calculate where the greatest risk resides: a state that abuses
its surveillance powers?; cybercriminals emptying citizen bank accounts?; blackouts
instigated by foreign adversaries? Rather than a balancing of security and privacy, the
encryption conundrum is really a question of risk management in the digital age.

Digital technologies do not represent the first communication revolution to dis-
rupt the government-citizen power dynamic. Each communication revolution has
provided citizens with a greater degree of connectivity and access to information,
whilst also offering governments new surveillance opportunities. The next chapter
will offer a brief exploration of each communication revolution to place the digital
communication revolution into historical context.
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2 A Brief History of
Communications
Revolutions

What Hath God Wrought?

First Ever Telegram Message, Samuel Morse, 1844

2.1 THE WRITTEN WORD

The first communications revolution, discounting the emergence of language itself,
was the written word, believed to have originated in Sumer (now southern Iraq)
between 3400 BCE and 3300 BCE.! The written word allowed the conveyance of
messages without depending on the accuracy of a courier’s memory. If a commu-
nication were urgent, and needed to travel long distances, it would be relayed via
additional couriers; the traditional verbal relaying of the correspondence decreased
privacy and risked message integrity. The written word enabled reliable relay, ensur-
ing long-distance transit without compromising integrity.

As literary rates improved, the written word resulted in greater ability for one-to-
many, as well as one-to-one, communications in the form of pamphlets and books.
Given the expense of production, the ability to produce lengthy texts likely remained
the exclusive domain of Church and State, resulting in a perpetuation of their narra-
tives and reinforcement of existing power structures. Despite this, smaller pamphlets
could be produced in limited numbers by well-educated citizens allowing the circu-
lation of political ideas, including those of a subversive nature. In such circumstances
the creator(s) and recipient(s) would both have risked punitive measures if found with
such documents.

The written word increased risk for citizens. Now, government agents, or their
equivalent, were not solely reliant on the pliability of the courier, who, when car-
rying a memorized message could deny they were a courier, or could even provide
interception agents a fake message. Interception of a courier with a written mes-
sage almost guaranteed access to the correspondence unless some form of stegan-
ography was employed. Whilst cryptography aims to make messages unreadable
to those apart from the authorized recipient, steganography attempts to conceal the
fact a message is in transmission. For example, almost 4000 years ago in Babylon
(not far from Baghdad in present-day Iraq), messages were written on clay tablets

! Fagan and Beck, 762.
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before being covered with a second layer of thin clay. The recipient would break off
the outer layer revealing the underlying message; to all others without the knowl-
edge a message was concealed within the tablet, its existence remained hidden.?
Steganography could enable couriers to be intercepted and minimize the risk of
message discovery; correspondents could also send a decoy message as a counter-
measure to courier interception. It is possible the courier themselves may not have
been aware they were carrying a message, offering the sender further protections.
However, given the primitive steganography methods available, this approach was
unlikely to be often used.

The most sensitive of messages were probably transited by trusted associates of
the sender, who were unlikely to have advertised their role as couriers. The sender
may even have the trusted courier memorize the message rather than committing it
to paper thus further reducing interception risk. However, memorization did intro-
duce an authenticity challenge where the courier was not known by the recipient as
being a trustworthy representative of the sender, and a diminution of message integ-
rity given the fallibility of human memory.

There were several measures correspondents could take to realize the benefits of
the new communications medium whilst minimizing associated risks. The written
word allowed for increased authenticity provisions, such as signatures and seals. A
seal could be created with the use of a material such as wax or bitumen upon which
the sender is able to create a distinctive impression (typically a symbol associated
with the author, such as a coat of arms). Nevertheless, there was a dependency on
the recipient having pre-existing knowledge of the authentic representation of these
markings, and they could be forged by a skilled artist. Before the written word,
recipients had either had no means of verification, or relied on pre-existing knowl-
edge that the courier was a trusted representative of the sender. Otherwise, the corre-
spondents may have utilized a previously exchanged code word or phrase to establish
authenticity.

Without steganography, possession of a written message could not be denied by
the courier as could a memorized message. However, the government could not eas-
ily access its contents without the correspondent’s knowledge, as inspection required
violation of the seal. Nevertheless, given the fragility of early envelopes, the govern-
ment could hope the recipient would assume a damaged seal was the result of haz-
ardous travel conditions or rough handling, rather than interception.> Governments
could employ specialists who were skilled in the ability to open letters and rebuild
the seal, but such work was intricate, and still risked discovery if their work was
not immaculate. Additionally, governments would need to coerce the courier into
not reporting the interception of the correspondence, or they would need to covertly
access the mail for a long enough duration to allow surreptitious access and seal
reconstruction. Whilst the discovery of interception may not have posed a risk in
some scenarios, in most it would have been anathema to the government’s intel-
ligence operations, where knowledge of interception could expose an investigation
thus counteracting the intelligence gain.

2 Lane, 2009, 2. 3 Ibid, 3.
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Another option available to citizens was to encrypt their messages, albeit only
with the use of primitive hand ciphers. Even closer to the present, robust implemen-
tation of complex hand ciphers would remain a rare skill. Encryption also provided
security against the courier betraying message confidentiality. Governments could
employ mathematicians to attempt to break encrypted messages; in some situations,
the mere presence of cryptography may have been treated as evidence of conspiracy.
Few citizens could afford to employ professional cryptographers to protect their
messages, and senders of encrypted messages were likely reliant on their recipients
having an equally skilled cryptographer to decrypt the correspondence; the recipient
would also need prior knowledge of the encryption schema and keying material. But
for governments, the retention of cryptographic experts was economically viable.
For instance, Queen Elizabeth I of England employed cryptologists who broke the
encrypted messages of Mary, Queen of Scots, which revealed her complicity in an
attempt to assassinate Elizabeth: the decryption led to Mary’s death.*

Overall, the government’s surveillance capabilities were not significantly dimin-
ished by the evolution of the written word, given the citizenry’s low literacy rates.
However, as literacy rates improved, the written word resulted in a greater ability for
governments to surveil their citizens.

2.2 PRINTING PRESS

The printing press, invented in 1448, represented a significant information dissemi-
nation advance.’ At first, the printing press served the elite of society—governments,
churches, and universities—but as literacy rates increased so did the variety of books
produced.® As the printing press was a broadcast mechanism, with its messages typi-
cally designed to be read by all, privacy was not required. Regulations upon the
printing press were not initially introduced, although most printings were conducted
with church or state oversight. After 1500, as the technology began to spread, the
church and state became more concerned with the printing presses—specifically
they feared the presses could foment heresy or dissent. As a result, in some coun-
tries printers were required to be licensed by the state, or for printed texts to receive
advanced approval by the church.” By the sixteenth century’s conclusion, the printing
press enabled a new profession: journalism.® Whilst the printing press produced pri-
marily unidirectional communications, slower bidirectional interactions could occur
between reader and newspaper which could be reflected back to the readership in the
form of “letters to the editor.”

Journalism challenged the information dominance by the powerful; the govern-
ment and clergy were no longer the sole arbiters of the national narrative. However,
in many countries journalists would have known a story criticizing the government
could result in loss of income, liberty, or maybe even life. Even today, mechanisms

4 Singh, 1999, Chapter 1. 7 University of Leicester Open Educational
5 Lemelson MIT, 2018. Resources, no date.
6 Cameron, 1999, 65. 8 Cameron, 1999, 67.
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are reserved in many societies for the government to issue reporting restrictions
under the banner of security or justice.” Sometimes such bans are temporary, other
times they are permanent.

As printing press technologies propagated, they became harder for governments
to control, especially when they were not owned by entities such as newspapers that
could be more readily coerced to conform to the state’s narrative. The printing press
allowed citizens the opportunity to oppose government activities, as was the case
during pre-revolutionary France when a large volume of pamphlets challenged royal
policies.!” Citizens authoring, or even possessing, subversive literature could face
penalties. Therefore, subversive content would unlikely have been widespread.

Overall, whilst the printing press initially acted as an amplifier for the state’s nar-
rative, and for its gaining public support for government policies, the subsequent rise
of journalism and the ability to disseminate subversive literature benefited citizens
to a greater degree. The benefits of journalism grew over time as within democratic
societies the principle of freedom of the press was enshrined within culture and
law allowing government policy, and even the government’s right to power, to be
contested.

2.3 POSTAL SYSTEM

Postal systems emerged in the sixteenth and seventeenth centuries. King Henry VIII
of England appointed the first “Master of the Posts” in 1516 to serve the King and
Court."! The postal system replaced freelance couriers, or small private organiza-
tions, with monolithic national systems operated by the state or private enterprise.
For citizens, this meant a more reliable, extensive, and affordable service. Whilst the
speed of such services was moderated by the means of travel available to mail work-
ers, a postal system offered citizens significant new communication capabilities.
From the earliest days, the ability of the postal system to not only increase com-
merce, but to aid in surveillance was recognized. The postal system was declared
to be “the best means to discover and prevent many dangerous and wicked designs
against the commonwealth,” in an English ordinance establishing a general post
office in 1657.12 A public postal system gave the government direct, unfettered access
to all correspondence traversing the network. The removal of almost all private cou-
riers entrusted with delivery of a letter, and potentially loyal to the sender to the point
of being deprived of liberty and life, removed a significant surveillance constraint—
though of course senders could still elect to use couriers. In postal sorting stations the
government could intercept letters and employ experts to counter tamper-resistance
mechanisms enabling the copying of letters before onward transmission. For the
first time, the government was able to reliably intercept letters without leaving a sign
they had done so against all but the most sophisticated tamper-detection methods.

9 Such as the UK’s Defence and Security Media ' Royal Mail Group, 2016.
Advisory (DSMA) notices. 12 Tomlins, 1811, Post Office Section.
10" Greenlaw, 1957, 354.
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Governments could alter the contents of the letter to serve their goals, such as sow-
ing discord within a rebel faction, or could even prevent the mail’s transit altogether.

However, there were challenges for the government in operating a postal sur-
veillance system. Whilst at first there would have been a limited volume of corre-
spondence and any letters going to a recipient (or even a nation) considered to be a
threat could be intercepted, as the volume of traffic and complexity of the network
increased, it would be harder to reliably intercept communications from a savvy
citizen. For instance, the citizen could ask a friend to take receipt of their corre-
spondence at a secondary address. As mailboxes became common it would also
become harder to track letters the individual sent unless they were under surveil-
lance enabling authorities to identify any public postbox in which they deposited
correspondence. However, as citizens knew the government had access to mail, or
held coercive powers over private companies which had access, they were unlikely
to use the postal service for discussion of criminal or subversive activities—they
would seek alternate communication methods. For instance, in the 1770s “commit-
tees of correspondence” were established by American colonists to enable a more
secure transmission of communications independent from the government postal
system when they wanted to challenge acts of parliament.”® Additionally, citizens
could employ hand ciphers to preserve their privacy against this system; however
the complexity of doing so, the ability of the government to break citizen codes, and
the suspicion likely falling upon citizens for using such methods were all reasons to
assess hand ciphers were rarely employed.

Overall, whilst the invention of the postal system enabled citizens to more read-
ily communicate with one another, it represented a much more significant advance
in the state’s ability to surveil its populace, and removed the citizens’ visibility of
courier interceptions.

2.4 TELEGRAPH

The telegraph removed the protection of an envelope, signature, and seal from cor-
respondence but allowed much faster delivery than the postal service, with trans-
mission in minutes or hours rather than days or weeks. Messages were typically
short, given a human operator had to manually type the message. The necessity of
human operators resulted in no expectation of privacy for telegraph communica-
tions. Therefore, it is unlikely citizens chose to use this method to send information
that may be construed by the government as adversarial. Hand ciphers could be
applied to communications; however, few likely did so outside diplomats and the
most cautious in society, given the requisite skills. Encryption would also be highly
visible to operators, and could trigger government surveillance.

Governments invested heavily in telegraph monitoring capabilities. Telegraph
technology allowed the first global surveillance system to be implemented by
Britain during the First World War. Exploiting the worldwide network of the Eastern

13 Lane, 20009, 8.
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Telegraph Company, British “censors” were positioned to monitor or prevent com-
munications between the enemy and its agents.'”* The limitation from a surveil-
lance perspective was the short length of the messages and the lack of telegraph
privacy provisions, meaning the enemy was unlikely to often transmit sensitive data.
However, when the telegraph intercept product was aggregated, and combined with
other sources of intelligence, the capability would likely have been a formidable
asset.

Overall, whilst the government gained access to another communications mecha-
nism they could intercept without the target becoming aware, and whilst communi-
cations were predominantly unencrypted, citizens having no expectation of privacy
likely limited the surveillance benefit to governments. However, for some use cases,
the bulk aggregation of even unencrypted communications may have given govern-
ments new intelligence insights.

2.5 TELEPHONE

The telephone enabled real-time global communications. It was a technology that
encouraged citizens to be more verbose than previous mediums; bidirectional com-
munications could extend for hours. For the citizen this resulted in a greater ability
to exchange ideas and to plan subversive or illegal actions.

For most of telephony history there has been no, or minimal, encryption. In the
early years, telephone switchboard operators were required to connect calls. Once
the parties were connected the operators were supposed to stop listening; however,
callers likely understood this was not always the case."> Early telephone lines were
often shared between a number of people in the same building with multiple physi-
cal phones. One occupier could pick up their phone to make a call to find another
resident already on the line—should they wish to, they had the ability to listen in to
their neighbor’s conversation. Therefore, citizen privacy expectations whilst making
telephone calls were limited.

Telephony networks offered governments a rich source of intelligence. Providers
kept call records for billing purposes, this gave governments an ability to retrospec-
tively identify citizens’ communications networks when they became subjects of
investigation.' The richly detailed exchanges also offered a level of insight previ-
ously not possible in all but the most lengthy and intimate missives. In countries
where the telephony systems were not government-operated, some form of executive
order or legislation may have been required to compel private companies to provide
the government with access to the communications infrastructures. Additionally,
agencies like the NSA could develop capabilities to access communications with-
out a private firm’s consent. However, interception with the cooperation of the car-
rier offers the optimum chance of completeness of intercept and economy of cost.
For governments to monitor known telephone numbers became easy. However, if

4 Corera, 2015, Prologue. 16 Tbid, 82.
15 Lane, 2009, 80.
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citizens set out to avoid interception, they could use the telephone devices of friends,
public pay phones, or later disposable—or “burner”—cell phones. However, such
steps were likely only taken by the most paranoid of citizens, or those partaking in
criminal endeavors, rather than those seeking communication privacy for its own
sake.

Overall, telephony resulted in a significant augmentation for government surveil-
lance powers as a richer level of content was being passed over a readily accessible
insecure communications channel. Whilst citizens would have limited expectations
of privacy, and it is likely the most sensitive aspects of any subversion or illegal mat-
ters would be conveyed in person, there would remain ample information transmit-
ted advantageous to the state.

2.6 COMMUNICATIONS REVOLUTIONS SUMMARY

Table 2.1 summarizes the key benefits bestowed by the communications revolutions
to citizens and state, and the overall impact upon the state’s surveillance capabilities.
This table shows a parallel advance in citizen communication tools and state sur-
veillance capabilities. This book will explore the role encryption has played in the
state’s surveillance capabilities, and the impact that has had on citizens’ civil liber-
ties. The next chapter explores the cultural genesis of the cypherpunks, a group that
has led the charge against government cryptography policies since the early 1990s.
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TABLE 2.1

Communications Revolutions Surveillance Impacts

Communications
Revolution

Written Word

Printing Press

Postal Service

Telegraph

Telephone

Citizen Benefit

Authenticity
(signatures and
seals)

Signs of
interception
(violation of seals)
Hand ciphers to
protect messages
Public
dissemination of
government
counter-narrative
Journalism
Reliable, cost-
efficient, and swift
long-distance
message delivery
Ability to more
readily correspond
with fellow citizens
Increased speeds of
transmission

Instant global
communications
Ability to organize
dissent (though risk
of detection)

State Benefit

Interception easier as
messages on paper, rather
than in courier’s memory
Ability to alter messages
in transit (though requires
either covert access or
courier complicity)

Wider dissemination of
their narrative

Transparent interception of
communications

Longer duration with
correspondence to covertly
defeat anti-tamper
mechanisms

Communications sent
primarily unencrypted
Metadata analysis

Access to citizen phone
calls

Richer level of detail than
telegraph

Ability to retrospectively
create network maps of
targets

Surveillance Impact

e Small

augmentation of
surveillance
capabilities,
increases over
time as literacy
rates improve

Early gain for
states, until
journalism allows
counter-narratives

Significant
augmentation of
surveillance
capabilities

Mainly neutral,
though some
benefits for
surveillance
Significant
augmentation
surveillance
capabilities
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3 The Cypherpunks

The only solution is to use crypto anarchy to destabilize the system and,
hopefully,

see them swinging by their necks in front of the Washington Monument.
Nearly every politician...has richly earned the death penalty...
I hope to see in my lifetime justice carried out.

Timothy C. May, cypherpunks co-founder, 1997

3.1 THE MOST EXTREME CRYPTO-ANARCHIST
MANIFESTATION: ASSASSINATION POLITICS

The idea was simple. Well, it was not so much an idea as an inevitable by-product of
the crypto-anarchists’ labors: Assassination Politics.

In the summer of 1996, Jim Bell sent his ten-part Assassination Politics essay to
the cypherpunks, a collective of cryptographic enthusiasts and digital privacy activ-
ists, many of whom fervently believed encryption could shift the balance of power
from governments to citizens.! Bell’s Assassination Politics was designed to coer-
cively regulate behavior with threat of assassination for those who acted outside the
acceptable bounds of the system’s operators; encryption, Bell believed, provided the
anonymity to make the Assassination Politics market impossible to destroy.?

Bell ardently believed the citizenry faced dire peril from the government, whose
weapons included taxation, regulations, and “hired thugs to kill us when we oppose
their wishes.”? A dedicated libertarian, Bell’s view was that he never consented to
live in the United States—his citizenship was an accident of birth. Nor had he agreed
to relinquish to the government a substantial portion of the salary earned from his
toils at Intel, where he built early solid-state hard drives.* Anyone receiving his
extorted tax dollars, Bell wrote, was guilty of violating the non-aggression principle,
the act of interfering with another person or their belongings without consent, and
thus was, in Bell’s interpretation of libertarian doctrine, a legitimate target for assas-
sination.> Bell did speculate, however, that most victims of assassination politics
would be guilty of more than simply spending his taxes. Bell cited the government
agents responsible for killing participants of the Ruby Ridge and Waco sieges in
1992 and 1993, as the types of people likely to be marked for death.

I Bell, 1997. 4 Greenberg, 2012, Chapter 3.
2 Ibid, Part 7. 5 Bell, 1997, Part 7.
3 Ibid, Part 1. 6 Tbid, Part 1.
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Bell envisaged a centralized organization that would administer the assassination
market, for ease of explanation we will call it “Murder Corp.” Target selection would
be Murder Corp’s responsibility. If Bell were CEO, he would only target violators of
the non-aggression principle.” Citizens could donate money to the assassination of
his targets by placing bets on when they would die (or be assassinated). The winner
would collect the entire bounty on the target. These bets would be in the form of
digital money (cryptographic currencies). For most citizens there would be no expec-
tation their guess would be correct, but their bet would swell the overall bounty on
the target’s head. At a certain point, the bounty would be sufficient to entice a more
proactive citizen to make their own bet. Only this citizen would not be guessing,
for they would be the assassin willing to prompt Atropos to draw her knife across
their victim’s life thread, allowing collection of the bounty. Let’s call our assassin
“Brutus.”

It was previously hard to motivate assassins, Bell explained, as they could not
reliably collect and spend their bounty whilst maintaining anonymity.® For most like
Brutus, the risk-reward balance was not favorable.

But three technological developments were now reducing the assassin’s risk, mak-
ing the partnership of Murder Corp and Brutus possible. These developments were
providing the “technical underpinnings for the entire system,” Bell wrote, allow-
ing Brutus to collect his bounty with “mathematical certainty that he could not be
identified.””

Firstly, Diffie and Hellman’s intellectual offspring, public key encryption, was
emerging from its awkward teenage years and being widely deployed. With the pro-
tection of strong encryption Brutus could submit his “guess” to Murder Corp of
when he thought the target may “suffer a terrible, and entirely unfortunate accident,”
without the fear of government eavesdroppers.!°

Secondly, the Internet held a growing number of anonymous encrypted relays.
Even if law enforcement were surveilling either Murder Corp or Brutus, they would
not know they were talking to one another as their communications were routed
through servers around the globe before reaching one another.'!

Thirdly, cryptocurrencies beyond the government’s control meant Brutus’ blood-
soaked bounty was untraceable. This last component was still evolving, though Bell
believed it would soon manifest.'?

According to Bell, the risk-reward ratio was changing; the odds would soon favor
Brutus.

This same triad of developments also offered protection to those users wishing to
“guess” when a selected victim would meet their downfall, but who were unwilling
to wield the scythe. They could connect to Murder Corp through anonymous remail-
ers, their communications protected by public key encryption, and their bets placed
in the form of untraceable cryptocurrencies. Bell believed the business model was

7 Ibid. 10 Ibid, Part 7.
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viable, and that organizations such as Murder Corp would be legal under current
law.!3

Even should Murder Corp actively cooperate with government due to coercion,
the anonymity fused into its technical architecture would prevent any meaningful
assistance being rendered. It was a prescient design; in the post-Snowden era, tech-
nology companies would embark upon a similar strategy, implementing end-to-end
encryption architectures to place decryption keys for sensitive data, such as instant
messaging, solely on their users’ devices, and thus out of their own technical grasp.
This meant should a state serve a warrant demanding all data owned by a specific
user be surrendered to the government, the organization would be able to provide
nothing apart from encrypted data. At once, communications companies could, by
the letter of the law, fulfill their legal obligations to the state, whilst offering users
the level of protection they demanded in the post-Snowden world and protect their
global client base. But, Bell’s Murder Corp would never contemplate yielding to the
government, and Bell believed even were the enterprise deemed illegal:

no prosecutor would dare file charges against any participant, and no judge would hear
the case, because no matter how long the existing list of “targets,” there would always
be room for one or two more.'*

As Murder Corp grew, Bell prophesied a profound change in politics as “no large gov-
ernment structure could survive in its current form.”’> Assassination politics would
catalyze if not an anarchist, at least minarchist (minimal government) system.'
Bell further encourages the reader to “consider how history might have changed
if we’d been able to ‘bump-off” Lenin, Stalin, Hitler, Mussolini,” for surely citizens
would have reached deep into their pockets to bankroll the efforts of their local
Brutus."” In fact, Bell postulated, once dictators were removed there would be no
more war, as without political disputes between leaders, “the people are able to get
along pretty well with the citizens of other countries.”'8 Therefore, armies and nuclear
weapons would be redundant and could be abolished; Bell ruminated on whether he
had “provided a solution for the ‘war’ problem that has plagued mankind for mil-
lennia.”!® As the author of a system that could topple the most powerful dictators in
the world, Bell acknowledged he may be killed by such dictators. Bell accepted the
risk. He would forfeit his life if he could, “help form what will be the LAST revolu-
tion on earth, the one that’ll take down ALL the governments,” if, in commanding
Murder Corp he could make the “ENTIRE WORLD FREE FOREVER,” he would
willingly pay the ultimate price.?’ Bell proclaimed assassination politics could not
be stopped, as he realized the “destination is certain”; Bell recalls how he felt “awe,

13 Ibid, Part 3. 17 Ibid.
14 Ibid, Part 4. 18 Ibid.
15 Tbid, Part 2. 19 Tbid, Part 9.

16 Ibid. 20 Ibid, Part 10.



28 Crypto Wars

astonishment, joy, terror, and finally, relief.”?! Murder Corp and Brutus were inevita-
ble, Bell believed, regardless of what anybody did to stop them, and that the scourge
of taxes, governments, nuclear weapons, and war was coming to an end. “I’'m satis-
fied we will be free,” Bell wrote. “It may feel like a roller-coaster ride...[but] please
understand, we will be free” (original italics).?

Jim Bell’s assassination politics were, in his own words, “radical and extreme.”?
In years to come Bell would be labeled a “techno-terrorist” by the US government,
and be convicted of both tax evasion and stalking an IRS agent, the latter of which
saw Bell become a guest of the federal correction system for a decade.?*

Whilst in prison, Bell would claim to have made a “truly phenomenal discovery
in the areas of chemistry, physics, and material science, of total value well in excess
of $100 billion.”? Bell claimed to have “probably solved the energy crisis a dozen
times over”; the MIT graduate believed once he became a “hero of scientific and
technological progress,”?® his assassination politics would be reassessed and imple-
mented. Prison only hardened his views:

I once believed it’s too bad that there are a lot of people who work for government who
are hard-working and honest people who will get hit [by assassination politics] and
it’s a shame...I don’t believe that any more. They are all either crooks or they tolerate
crooks or they are aware of crooks among their numbers.?’

Bell’s sanity would be questioned on multiple occasions throughout his trials.”® His
assassination politics is an example of the most extreme manifestation of the crypto-
anarchy ideology, to which he and some—but only some—of his fellow cypher-
punks adhered.

Assassination Politics generated polarizing debate on the cypherpunks’ mailing
list, their digital club house. Timothy C. May, crypto-anarchy’s ideological founder,
told Bell he was coming across as “a loon,” and required “some kind of anti-psy-
chotic medication.”? But it was not the morals concerning May; he himself once
wrote of the need to perform a “thermonuclear cauterization” of Washington so that
a new, limited government could be formed that “honors the Constitution instead of
catering to negroes and queers and welfare addicts.”3° May was anxious Bell would
invite unwanted government attention.’ May, who like Bell had worked at Intel,
raised the possibility of assassination markets as early as the 1980s, suggesting the
coming of networking and encryption could result in online black markets providing
services including assassination.*> But Bell took the concept much further, defining a
detailed operating model for an assassination market; years later, he even estimated
a body count of around 230,000 (extrapolated from the French Revolution) would
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be required to usher in the anarchic age he prophesied would result from Murder
Corp.33 May’s primary concern was Bell “wasn’t paranoid enough in distancing him-
self from the project,” and that Bell did not take ample steps to protect himself from
the legal ramifications of his writings; after all, the government would likely use
the full array of tools in their armory to combat such subversive ideas.’* May mini-
mized contact with Bell, likely fearing the attention of law enforcement agencies.*
Cypherpunk Dr. Vulis (an alias, or “nym” [pseudonym]) posted on the cypherpunks’
mailing list that he believed Bell to be a “highly intelligent, knowledgeable and over-
all nice person”; however, another user operating under the alias Jdoe-0007 replied
Bell was in need of “immediate mental health intervention.” Jdoe-0007 posted that
Bell was advocating “nothing less than paid death squads using crypto as a means to
hide payment to these murderous terrorists.” Jdoe-0007 also foresaw the government
using assassination politics as an excuse to justify new cryptography regulations and
put another nail in the “crypto-coffin.” Jdoe-0007 told Vulis he prayed both he and
Bell were the first victims of their own “murderous madness.”3¢ There were others on
the mailing list who adopted a more favorable stance, entering into detailed explora-
tion of how Murder Corp would function, one anonymous user even provided a list
of suggested targets.’” Others on the list refused to engage Bell. After attempting
to point out the system’s myriad flaws, alias user Black Unicorn posted, “I simply
refuse to debate the matter any longer as it is clear you are not open to reasoned
debate, nor, it would seem, are you clearly possessed of reason.”3?

When Bell asked Phil Zimmermann, the inventor of Pretty Good Privacy (PGP),
a tool that for the first time brought public key encryption to the masses, his opinion
of Assassination Politics, Zimmermann told Bell who was, in his opinion, so “full
of violence and anger,” that he accomplished what no government officer ever man-
aged, “he had made me wonder whether I never should have worked on encryption
in the first place.”®

Assassination Politics is representative of the vitriolic antipathy towards authority
harbored by the crypto-anarchist wing of the cypherpunks, though as demonstrated
by the response to Bell’s idea, there were many desiring a less violent solution. The
cypherpunks often held a Manichean view of the world: they were the good, the
light, and the government was the darkness that must be restrained, or even banished
with the most potent weapon at their disposal: encryption.

3.2 ARISE, CYPHERPUNKS

“Arise, Cypherpunks, evil deeds are brewing in the bowels of the Beast”—with
these words Timothy May summoned his comrades to arms.*

In spring 1992, May hosted Eric Hughes as the latter searched for a home in
Oakland, California. During their shared residence, little house-hunting occurred,
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as the two exchanged impassioned views on the privacy threats posed by the nascent
digital revolution.*! By the end of the visit, May and Hughes decided to assemble a
group of like-minded friends to take action.*> The focus of their group would be to
forge cryptographic tools to defend themselves from present and future enemies.*?

The group first coalesced in September. May and Hughes, along with John
Gilmore, who became the third cypherpunk co-founder, discreetly invited around
twenty people to their inaugural meeting. Many attendees held strongly anti-estab-
lishment views and needed little convincing the government would exploit the digital
age to augment their power. Time was set aside for the reading of manifestos.** May
first published his Crypto Anarchist Manifesto in 1988, and now it had a rapt audi-
ence, “A specter is haunting the modern world,” the manifesto began, “the specter
of crypto anarchy.™ May’s manifesto explained the technology for a “social and
economic revolution” was now emerging, and the coming decade would bring suf-
ficient computing power to make the revolution “economically feasible and essen-
tially unstoppable.”™® Just as the invention of the printing press eroded the power of
the medieval guilds, cryptography would alter the nature of commerce and gover-
nance.*’ The coming technological revolution would bring public key cryptography
to the masses. It would enable citizens to interact and trade anonymously with one
another. May wrote that these developments would profoundly alter society, govern-
ments would no longer be able to collect taxes if transactions were veiled by cryptog-
raphy, and payments would utilize crypto-currencies beyond the control of central
banks. The nature of government regulations would have to change, as how could
one regulate what one could not see? The ability to keep information secret would be
fundamentally challenged as public key encryption and anonymous relays allowed
insiders to leak confidential documents online with minimal fear of identification.
Implicit in May’s writings was that if citizens’ interactions were protected by encryp-
tion, the ability of the government to build digital dossiers on its populations would
be severely diminished. May cautioned:

The State will of course try to slow or halt the spread of this technology, citing national
security concerns, use of the technology by drug dealers and tax evaders, and fears
of societal disintegration. Many of these concerns will be valid; crypto anarchy will
allow national secrets to be trade[d] freely and will allow illicit and stolen materials
to be traded.*®

May acknowledged “criminals and foreign elements” would be enabled by the new
world of crypto-anarchy, but that would “not halt” its spread.* For May and his
cohorts, whilst cryptography could facilitate activities even they could find common
ground with the government in opposing, such as child abuse; their ability to protect
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themselves was akin to gun ownership. Whilst both guns and encryption could be
used to terrible ends, it was also a last defense of the citizenry against a poten-
tially tyrannical government possessing a monopoly on violence. British cypherpunk
Russell E. Whitaker commented, “Arguments for the right to keep and bear arms can
often be directly mapped onto arguments for the right to keep and use pkeys [private
keys].”0

For the rest of the first meeting the group played the “crypto-anarchy game,” role-
playing how their various anonymous systems would operate.’! It was during the
meeting that Eric Hughes’ girlfriend, Jude Milhon, herself a seasoned hacker and
activist who had written a how-to guide for “online revolution,” joked, “You guys are
just a bunch of cypherpunks”; the hackers loved the name, and according to May, it
was “adopted immediately.”?

The name was a play on the cyberpunk genre combining science fiction with hack-
ers and cyberspace. Cyberpunk novels included William Gibson’s Neuromancer, which
would later become the inspiration for the Matrix movies. Such movies typically involved
hackers who were victimized by oppressive regimes in the physical world, but who flour-
ished in cyberspace, often finding ways to use their extreme intellect to outsmart dictato-
rial overlords. However, as May explained in the sprawling Cyphernomicon—the closest
thing the group had to a canon—the cypherpunks were “about as punkish as most of our
cyberpunk cousins are, which is to say, not very.”3

The group’s name, as well as their crypto-anarchy ideology, would be challenged
in the months ahead. Some cypherpunks believed they should re-brand themselves,
that talk of anarchy was “not helpful to the cause,” and “Middle America will be
turned off by the hippie radicals in t-shirts, leather jackets, sandals, and beards.”>*
They argued unless the cypherpunks could speak the language of the “suits,”
their message would fall on deaf ears. Alternative names for their group such as
“Cryptographic Research Association” or “Cryptography Privacy” were suggested,
but May believed cypherpunks was an appropriate name:

I fully agree with many of you that the name “Cypherpunks” has some, shall we say,
unusual connotations. Some will assume we're skateboarding geeks, others will assume
we're “crypto primitives” who pierce our bodies and spend all our time at raves. But
the name has undeniable appeal to many, and certainly grabs a lot of attention. It seems
improbable that some staid name like “Northern California Cryptography Hobbyists
Association” would’ve gotten much attention.>

The cypherpunk brand would capture the imaginations of journalists. After all, May
reflected, there were already groups addressing digital civil liberties issues that can
“present lawyer-like faces to the press.” “As for respectability,” May wrote to his
challengers:
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is our goal to be “co-opted” into the establishment?...Is it to be a respectable voice for
moderation and the gentle process of negotiating? I think not. In a sense, Cypherpunks
fill an important ecological niche by being the outrageous side, the radical side... per-
haps a bit like the role the Black Panthers, Yippies, and Weather Underground played
a generation ago.>®

May’s drawing on icons of the counterculture was followed by an affirmation that
he had no intention to don a suit, nor to cut his hair or shave his beard; he also had
no intention of “watering down” the cypherpunk message or being “moderate and
reasonable” in their pursuit of crypto-anarchy.’’” He would be true to his word.

May was crypto-anarchy’s most vocal proponent, posting more messages to the
mailing list than any other user over a six-year period.”® Despite this, May did not
consider himself their leader. Officially, the crypto-anarchists did not have a leader;
May explained this in the Cyphernomicon by pointing to the etymology of the name
of their ideology: “No rule = no head = an arch = anarchy.”> Despite this, May was
one of the few members with the spare time to act as the cypherpunks’ unofficial fig-
urehead, even if it was never acknowledged by the other members. May had retired
in 1986, at the age of 34, from his position as a physicist at Intel, possessing sufficient
stock options to ensure that with a lifestyle eschewing fast cars, foreign travel, and
expensive restaurants, he would never need work again.®® The highlight of May’s
dozen years at Intel was when he proved quantum events could affect the movements
of subatomic particles; this discovery enabled Intel to insulate their semiconduc-
tors from such disruptive quantum events, thus allowing Moore’s law to continue
advancing.®! But as 1986 arrived, things were getting tougher at Intel and the bottom
ten percent of each division feared for their jobs.®? After receiving a criticism-heavy
performance review, May ran his calculations on a well-worn HP calculator and real-
ized he could afford to resign and pursue the life of an intellectual, unencumbered by
accommodating the whims of his corporate bosses.®® During his “retirement,” May
digested piles of books and academic articles covering everything from business
magazines to science fiction novels; “I never had any interest in horseback riding,
boating, hiking, or whatever it is people do,” he commented, “Instead, I just read and
read and read.”s*

Like many technologists, the cypherpunks were deeply protective, and profoundly
in love with the Internet which led to a parental desire to protect the space many con-
sidered their intellectual home. John Perry Barlow, a co-founder of the Electronic
Frontier Foundation, the preeminent digital civil liberties group, described himself
as having a “holy vision” the first time he connected to the Internet; he reflected:

If you’re going to take all of humanity and put them in the same social space where
they don’t have clothes and buildings, or anything to show who they are, they don’t
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have property, they don’t have jurisdictional boundaries, they don’t have law maybe...it
could be the biggest thing since the capture of fire.®

For Barlow, the Internet brought about a “renegotiation of power” between gov-
ernment and citizen as dangerous as the invention of the Gutenberg Bible.®® The
Internet was a nexus for these intellectual explorers. Cypherpunk John Young, who
established one of the first leaking sites before collaborating with Julian Assange on
WikiLeaks, recalls when he and his wife first discovered the Internet, “We felt that
we had been living in the doldrums, and suddenly we were on the cutting edge.”®’
The “netizens” could instantaneously interact with the pioneers of their fields, even
when they were on the other side of the planet. In a world where proximity dictates
collaborative potential, groups could now easily coalesce, exchange groundbreaking
ideas, ferment change, and find comfort in those who shared their passions.

3.3 THE FEAR OF BIG BROTHER

“It is crucial that the fiends proposing this be convinced that resistance will be too
high to implement their plan,” cypherpunk Perry Metzger posted to the mailing list
in late 1992.%8 Metzger saw the government attempting to clamp down on free access
to cryptography, and intended to shout from the digital rooftops to frustrate their
ambitions, “My friends...by panicing [sic] early we can avert a disaster later on.”® It
was a prominent cryptographer from Georgetown University, Dr. Dorothy Denning,
who instigated the panic. Denning was exploring ways law enforcement could gain
access to encrypted communications in the coming digital age. She had suggested
a trustee, non-governmental agency could retain copies of all of the public’s private
encryption keys.”” Should the government need access to the associated encrypted
data as part of a criminal investigation they could, with the appropriate legal war-
rant, approach the agency to recover the keys and decipher the data.”! The hoarding
of private keys would become known as “key escrow.””?

To the cypherpunks, key escrow was the digital equivalent of the government
keeping a copy of their front door keys just in case the FBI should ever need to
search their homes.”> To Denning, it was a way to “prevent a major crisis in law
enforcement,” and to provide strong encryption to all citizens without the loss of
vital electronic surveillance capabilities she believed were an “essential tool in pre-
venting serious crimes such as terrorist attacks and destabilizing organized crime...
that could seriously disrupt other liberties.”’* Metzger quickly recognized her words
as a variation of a recurring narrative that the government was only attempting to
“maintain the current capability in the presence of new technology.””
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Denning stated her work had nothing to do with the government.”® However, the
cypherpunks wondered whether Denning and other “quaint crypt-heads” had alerted
the government to the threat of cryptography.”” They further considered whether the
government was now using academics to release position papers in preparation for a
“crypto-crackdown.””® Metzger cautioned his fellow cypherpunks that if Denning’s
“sinister” idea became legislation, “it would become impossible for individuals to
take any action to protect their own communications privacy from a dictatorial
regime, even ignoring the question of abuses that could occur right now.”” These
were the two core fears of the cypherpunks: government abuse of existing pow-
ers, and the implementation of surveillance capabilities that could one day subvert
democracy and usher in a dictatorial regime to the inception of a dystopian future.
This fear was articulated by Phil Zimmermann when he testified before the US
Senate Committee on Commerce, Science, and Transportation in 1996:

The Clinton Administration seems to be attempting to deploy and entrench a commu-
nications infrastructure that would deny the citizenry the ability to protect its privacy.
This is unsettling because in a democracy, it is possible for bad people to occasionally
get elected—sometimes very bad people.

Normally, a well-functioning democracy has ways to remove these people from

power. But the wrong technology infrastructure could allow such a future government
to watch every move anyone makes to oppose it. It could very well be the last govern-
ment we ever elect.
When making public policy decisions about new technologies for the government, I
think one should ask oneself which technologies would best strengthen the hand of a
police state. Then, do not allow the government to deploy those technologies. This is
simply a matter of good civic hygiene.®

With such considerations in mind, the safeguard of warrants was seen as little guar-
antee, as such a defense against abuse, according to Metzger, could “dissapear [sic]
with a mere change of attitude.”®' Cognizant of these two fears, Metzger instructed
that “Big Brother” be resisted.

3.4 CYPHERPUNK OBJECTIVES

Absent official leadership, goals, and collaborations bound the cypherpunks. Now
the cryptographers had found one another, they set about forging consensus as to
their ambitions. The cypherpunks’ strategic objectives encompass four areas:

1. Unencumbered citizen access to encryption

2. Anonymous communications

3. Freedom to conduct anonymous economic transactions (cryptocurrencies)
4. Development of whistleblowing platforms to constrain government power

76 Ibid. 79 Metzger, 1992a.
77 May, 1992. 80 Zimmermann, 1996.
78 Ibid. 81 Metzger, 1992a.



The Cypherpunks 35

These objectives were founded on the desire to preserve the freedoms the cypher-
punks believed citizens enjoyed in the pre-digital era; cyberspace must be afforded
the same protections as the physical realm. There was also the possibility of aug-
menting citizens’ power using cryptography; for instance, digital leaking platforms
could significantly lower the risk of detection for citizens releasing stolen data evi-
dencing corporate or governmental corruption.

Whilst this book only covers objective l—unencumbered citizen access to encryp-
tion—each objective will briefly be explored to provide a context of the cypher-
punks’” wider goals, and the potential of cryptography to disrupt the status quo.

3.4.1 No GovVeRNMENT CRYPTOGRAPHY REGULATIONS: FREEDOM FOR THE BiTs!

The primary objective of the cypherpunks was that encryption should be unen-
cumbered by governmental regulations. Widespread, or ubiquitous, encryption
would, in theory, prevent the state surveilling its citizens’ digital data. In 1993,
when the cypherpunks learned the office of the US President had created an email
account so citizens could digitally write to the administration, cypherpunk Marc
Ringuette, who was studying a master’s degree in Computer Science at Carnegie
Mellon University, jokingly suggested the following could be sent on behalf of
their group:

Dear President Clinton,

Freedom for the bits! We will not rest until each bit is free to determine its own
natural orientation without outside coercion. The good news is, you don't need to do
anything at all; merely get out of the way of the free market, and the bits will free
themselves.

Best regards,

The Cypherpunks (Anarchist Subgroup).®?

The Clinton administration implemented a neoliberal approach to governance in
emphasizing the market’s ability to best meet the needs of citizens when free from
government regulation; however, its cryptography policies were in sharp contrast to
the deregulatory vigor that otherwise characterized their administrations.

With divergent opinions on the desired political implications of ubiquitous
encryption, the only “major consensus of the cypherpunks is the commitment to
cryptography and the belief that it should be unregulated and freely used,” alias user
Larry Detweiler notes.®

3.4.2 ANONYMOUS COMMUNICATIONS: A SHIELD
FROM THE TYRANNY OF THE MAJORITY

Anonymity allows minority opinions to be heard in a democracy without fear of
reprisals from the majority. The US boasts a rich history of anonymity. For instance,
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in the late 1780s, eighty-five essays supporting the recently drafted ratification of
the US constitution were published in newspapers by the Founding Fathers James
Madison, Alexander Hamilton, and John Jay. All were authored under the pseud-
onym “Publius,” and collectively became known as the Federalist Papers.3* Perhaps
no stronger argument could be made regarding the Fathers’ feelings regarding
anonymity.

The cypherpunks considered anonymity the shield of the citizenry, for it was
their corporeal forms, rather than their ideas, which were vulnerable to dismem-
berment. Ideas could be suppressed, but never destroyed. Cyberspace and anonym-
ity were intended to “create immunity from these [physical] threats,” Eric Hughes
comments.®

As well as shielding the cypherpunks from the majority, anonymity helped con-
ceal the digital exhaust of their interactions. Eric could email Tim with encrypted
content, but the mail must still traverse the digital highways to reach its destina-
tion, departing Eric’s virtual door and arriving at Tim’s. Any system administrators
watching, or any spies eavesdropping, would know Eric and Tim were communicat-
ing, even if their correspondence could not be decrypted. This information, or meta-
data, they believed, could be fed into a government surveillance machine, becoming
a vital component in the creation of digital dossiers. Therefore, the cypherpunks
developed anonymous remailer networks to ensure communications could not be
easily traced during transmission.

3.4.3 ANoNYMous EcoNomic TRANSACTIONS (CRYPTOCURRENCIES)

If Diffie is the father of digital encryption, then David Chaum is the father of crypto-
currencies. It was Chaum who first articulated the surveillance implications of digi-
tal currencies: “The foundation is being laid for a dossier society, in which computers
could be used to infer individuals’ lifestyles, habits, whereabouts, and associations
from data collected in ordinary consumer transactions,” he wrote in a 1985 article,
the title of which—"Security Without Identification, Transaction Systems to make
Big Brother Obsolete”—conveyed Chaum’s political leanings.® Chaum, a Professor
at New York and later California University, grew up in the midst of the countercul-
ture and studied in San Diego; he would later leave a graduate program at UCLA in
disgust at his program’s military funding.” Chaum was not a cypherpunk, but his
writings would form an indispensable book in their gospel, and Eric Hughes had
once worked for him in Amsterdam.3® Amongst his most cogent observations was:

Computerization is robbing individuals of the ability to monitor and control the ways
information about them is used. Already, public and private sector organizations
acquire extensive personal information and exchange it amongst themselves.®

84 United States Government, no date. 87 Greenberg, 2012, Chapter 2.
85 May, 1994b, 6.7.2. 88 Slater, 1997.
86 Chaum, 1985a, 1030. 8 Chaum, 1985a, 1030.



The Cypherpunks 37

This trend of people not knowing their data is secure, Chaum explained, could have
a “chilling effect,” causing them to “alter their observable behaviors.”*® This behav-
ior modification would produce an effect on society similar to that described by the
panopticon prison, designed by Jeremy Bentham in 1791.°! Efficiency was the driver
of Bentham’s design. He wanted to allow a small number of prison guards to moni-
tor a large number of inmates. Bentham conceived of a circular building in which
the cells would be at the circumference and the guard tower in the center, where
through the use of “blinds and other contrivances,” the guards would be concealed
from their prisoners, this would promote “the sentiment of a sort of omnipresence.”*?
The inmates would never know when they were being watched, therefore they would
modify their behavior on the assumption of constant surveillance. Chaum believed a
dossier society would render this same effect. The coming of digital currencies was
expanding the dangers of the dossier society to “an unprecedented extent,” David
Chaum wrote in 1985.% Seven years later, Tim May informed the cypherpunks the
trend towards a “cashless society represents the greatest threat...[it would be] worse
that [than] Orwell’s worst should it become government run.” May told the cypher-
punks they must act to prevent this fear becoming reality.”*

The appeal of cryptographic currencies to the cypherpunks was their decen-
tralization. In combination with encryption and the anonymity infrastructure the
cypherpunks were building, transactions could occur between two parties without
the government’s knowledge. If the government could not see transactions, they
could not levy taxes, nor build a dossier society. Therefore, the cypherpunks believed
cryptocurrencies had the potential to clog the very arteries surging power through
the body politic, the government’s beating heart would fall silent, and the era of
crypto-anarchy could begin.

3.4.4 WHISTLEBLOWING PLATFORMS TO CONSTRAIN
GOVERNMENTS: FALLING THE BEAST

Julian Assange, whose WikilLeaks would expose a quarter of a million classified US
diplomatic cables, and release tens of thousands of emails stolen from the Democratic
National Committee before the 2016 election, would not join the cypherpunks for
several years after their formation.”> However, his essay, “Conspiracy as a Form of
Governance,” evangelizing the transparency effects leaking could deliver, articulates
the impact for which the cypherpunks were likely striving:

The more secretive or unjust an organization is, the more leaks induce fear and para-
noia in its leadership and planning coterie. This must result in minimization of effi-
cient internal communications mechanisms...and consequent system-wide cognitive
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decline resulting in decreased ability to hold onto power as the environment demands
adaption.”®

Assange asks the reader to imagine what would become of a political organization if
they were so in fear of leaks, they abandoned email and telephone communications
preventing collaboration with their colleagues:

An authoritarian conspiracy that cannot think is powerless to preserve itself against
the opponents it induces. When we look at an authoritarian conspiracy as a whole, we
see a system of interacting organs, a beast with arteries and veins whose blood may
be thickened and slowed until it falls, stupefied; unable to sufficiently comprehend and
control the forces in its environment.®’

Assange believed leaking would frustrate abuses of the current government and be
a defense against future tyrants. Of the cypherpunks’ four strategic objectives, leak-
ing was perhaps the traditional activity the Internet could most advance. It was not
merely a case of replicating the ability of past whistleblowers, but enhancing them—
the ability for leakers to steal vast quantities of data, such as the US diplomatic
cables and DNC emails—would previously have been if not impossible, then highly
unlikely.

The cypherpunks believed that together, encryption, anonymity, cryptocurren-
cies, and leaking platforms would provide them with the ability to prevent mass
surveillance and reverse the government-citizen power dynamic. It is easy to see why
the government feared such cryptography-induced advances. But it was not solely
these objectives which shaped the philosophy and manifesto of the cypherpunks.

3.5 DIGITAL INSURGENTS: CODE IS LAW

John Gilmore made his fortune as an early employee of Sun Microsystems—in
youthful retirement he co-founded the Electronic Frontier Foundation (EFF) to lobby
for the recognition of civil liberties in cyberspace. EFF provided support to those
technologists they believed persecuted by, in John Perry Barlow’s words, the “con-
tinuing intemperance of law enforcement.””® Along with co-founders Mitch Kapor
and John Perry Barlow, Gilmore directed EFF to fund lawyers to assist embattled
hackers, to conduct digital policy analysis and encourage grassroots activism, and to
advocate for a more secure and free Internet.”® But the cypherpunks were neither lob-
byists, nor were they a protest movement—they would not be marching belligerently
around Berkley waving placards denigrating government cryptography policy. The
cypherpunks preached direct action - they were a digital insurgency.

Whilst Gilmore’s EFF were lobbying for government recognition of traditional
rights in the digital domain, the cypherpunks would create encryption tools to ren-
der government policies moot. Today, they were going to build the tomorrow they
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craved, a practice which would embody Lawrence Lessig’s pithy assessment, “code
is law.”100101 The cypherpunks believed once their code was globally dispersed, the
government could never revoke it.

This philosophy of this approach is articulated in Eric Hughes’ 1993 Cypherpunk
Manifesto:

Cypherpunks write code.

We know that someone has to write software to defend privacy, and since we can’t
get privacy unless we all do, we’re going to write it.

We publish our code so that our fellow Cypherpunks may practice and play with it.
Our code is free for all to use, worldwide.

We don’t much care if you don’t approve of the software we write.
We know that software can’t be destroyed and that a widely dispersed system can’t be
shut down.!0?

But the “cypherpunks write code” slogan should not be taken literally, explains
Sandy Sandfort: “‘to write code’ means to take unilateral effective action as an indi-
vidual. That may mean writing actual code, but it could also mean dumpster diving
[searching through strangers’ trash for useful information].”!* Tim May explains
in the phrase actually means to aspire to “technology and concrete solutions over
bickering and chatter”; in fact, May explained, only around 10% of the list, as of late
1994, could write “serious” code, and only half of those could produce “crypto or
security software.”!°* However, they were a direct action group: all had to contribute
to the mission with whatever skills they possessed.

The cypherpunks believed if they shaped the tools of the future, then those tools
would in turn shape the future they desired. Aaron Swartz, an intellectual descen-
dent of the cypherpunks, would reflect years later, “the design of the software regu-
lates behavior just as strongly as any formal law does; more effectively, in fact.”1%

3.6 THE CRYPTO SINGULARITY

Seven weeks after the cypherpunks’ first physical meeting, Tim May posted his belief
they had reached a “crypto singularity,” encompassing “extremely rapid changes in
outlook, technology, and culture.” May cited a number of reasons for his bold asser-
tion. Firstly, the increasing user base of PGP, the first public key encryption tool,
that Phillip Zimmermann’s missionary-like zeal had brought forth to the masses.
Secondly, the increasing coverage of cryptography in Scientific American and Wired
that was attracting cryptographic heathens ripe for baptism into their new religion.
Thirdly, the development of fully-encrypted remailers, which for the first time was
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providing an ability to anonymously communicate whilst maintaining cryptographic
protection of the contents of one’s message. Fourthly, May noted the “incredible
excitement” for the crypto-anarchy agenda at the annual hackers’ conference. But
May assessed there was another contributor to the singularity: the authorities were
starting to conduct a “hacker crackdown.”'% Were the authorities recognizing they
were losing control of cyberspace? Or for the first time realizing the importance of a
domain they neither understood nor could govern? A recent high profile government
operation, Operation Sundevil, had targeted hackers across the country, and sepa-
rately, a meeting of hacker collective “the 2600 had been ejected from a shopping
mall.'” The origins of the latter action were ascribed to the Secret Service by some
on the mailing list, as well as by 2600 members themselves (though the shopping
mall security guards claimed to have acted independently).'%® “Will the cypherpunks
be next?” May asked. “Will the 150-200 of us get raided?”"'%

The cypherpunks feared the government would demonize hackers and encryp-
tion, creating a public climate in which they could either outlaw cryptography, or
pass such severe restrictions on the permissible algorithms and key lengths as to
render its application effectively useless. May theorized that in order to create this
climate, the government would saddle the “four horsemen of the Infocalypse,” these
being terrorists, child pornographers, drug dealers, and money launderers.!"® The
prosecution of terrorists and child pornographers was seen as a universal good
across the political spectrum. Any steps that could be presented as sensible measures
to stymie the horsemen’s machinations, such as restrictions on the “hacker technol-
ogy” encryption, would likely be well received by the public in such a climate. This
would especially be the case if a campaign could be mounted in the immediate
aftermath of a high-profile security incident caused by a horseman. May predicted a
“high-publicity case involving drugs or child molesters will be used as a pretext to
crack down.”!!!

The cypherpunks had always feared the government would attempt to douse the
flames of the crypto-infused revolution they were igniting, to counteract such attempts
they aspired to widely disperse their knowledge and tools before any anti-encryp-
tion legislation were enacted.!'?> As well as making it technically infeasible to put
the “crypto-genie” back in the bottle, if encryption were so intertwined with online
transactions and the burgeoning information-economy, then it would be economi-
cally untenable for the US government to outlaw the technologies.'’* Big business
would then likely protest any restrictive actions and they, unlike the cypherpunks,
wielded significant lobbying prowess in the capital. Simon Garfinkel suggested their
argument should be that in an increasingly globalized world, encryption was vital for
communicating securely with the overseas offices of American companies, and for
protecting the information on their hard drives against seizure by foreign countries.
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The cypherpunks believed they had an advantage in the race against government:
they were agile and innovative, their enemy cumbersome and anachronistic.

If the crypto-singularity were indeed near, legislative actions would soon be pow-
erless to halt cryptography. However, May warned, before they reached that point,
things would get “very sticky.”!"* As the cypherpunks’ reputation grew, so did their
fears of government surveillance. Perry Metzger posted in November 1992, “I bet
the government folks know exactly what it is we are discussing and in great detail.””!!?
It was even possible to elicit all of the cypherpunks’ email addresses by sending
a simple instruction to the mailing list’s server. Despite their calls for anonymity
and encryption, in the early 1990s the cypherpunks’ anonymity tools were mostly
experimental and not reliable enough for everyday use; even when such technologies
improved, the cypherpunks were hesitant to use them. The cypherpunks needed to
exchange knowledge in order to develop crypto tools, and disappearing underground
may be perceived by the government and public as evidence of conspiracy. Many of
their order were also eminent physicists, computer scientists, and academics—they
were the intellectual elite with legitimate concerns based on a history littered with
serious government abuses of privacy—why should they hide?

3.7 HOW ANARCHIST WERE THE CYPHERPUNKS?

The majority of the cypherpunks were anti-establishment. There were “a lot of radi-
cal libertarians [and] some anarcho-capitalists.”! In February 1993, May estimated
fifty percent of the list were “strongly libertarian/anarchist” whilst a further twenty
percent were liberal or leftist, and the rest of the group’s composition was unknown.!’
On another occasion, May observed additional political orientations that included,
“anarcho-syndicalists, anarcho-capitalists, neo-pagans, Christian fundamentalists,
and maybe even a few unreconstructed Communists.”!'® May believed the average
age of the cypherpunks was between 21 and 27, though there were some members in
their 40s and 50s.'1°

For those of the anarchic and libertarian disposition there was a desire to, in
May’s words, “undermine the so-called democratic governments of the world.”'?°
Libertarians believe the most important political value is liberty, rather than democ-
racy.””! They feel that should the majority be uneducated or unenlightened, the tyr-
anny of the majority can equal the tyranny of a dictator.'?> Libertarians saw taxation
as the most potent non-lethal weapon at the democrat’s disposal. However, the “ulti-
mate evil” was the government’s monopoly of violence. Libertarians believe each
person should be permitted to live by their own choices, provided they do not attempt
to prevent others from doing the same.'” In a libertarian’s eyes, the gravest crimes
in history were perpetrated by governments, often as a result of their deliberate
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policies.'?* Julian Assange had the following C. S. Lewis quote in his signature block
in late 1996, evidencing this philosophy: “Of all tyrannies a tyranny sincerely exer-
cised for the good of its victims may be the most oppressive. It may be better to live
under robber barons than under omnipotent moral busybodies.”'?* The cypherpunks
also believed the governments of the world had caused much more suffering than
any other force; Sandy Sandfort posted to the mailing list, “governments—primarily
through the use of their militaries—have killed, by some counts 170,000,000, men,
women, and children in this century alone. Hardly the guardians of freedom, in my
opinion.”!26

There is debate within libertarian ideology, as there was within the cypherpunks,
regarding whether government was necessary at all. For moderate libertarians, a
government is only tolerable when its exercise of force is severely curtailed. The
only acceptable applications of governmental coercion are in acting against their
citizens who have initiated force against fellow citizens, thus violating their victim’s
liberty and the non-aggression principle, and in defending the country from external
threats.'”” Another school of thought is anarcho-capitalism, whose adherents judge
any form of government as an unnecessary evil and believe the free market can sup-
ply the same services without violating human rights in the process.'?8

For the anarcho-capitalists, and some libertarians, there was frustration their tax
dollars were being spent in propping up a part of society less productive or able than
themselves, Tim May once spoke of “the dirt people clamoring for more handouts.”!?°
Libertarians believe they should not be compelled to aid their fellow citizens, to
provide such aid is a choice individuals should make for themselves, rather than by
being compelled via taxation.'*® Tim May expresses his views in the Cyphernomicon
about how crypto-anarchy will affect the social configuration:

Crypto anarchy means prosperity for those who can grab it, those competent enough to
have something of value to offer for sale; the clueless 95% will suffer, but that is only
just. With crypto anarchy we can painlessly, without initiation of aggression, dispose
of the nonproductive, the halt and the lame.!!

This view was not universal among the cypherpunks, however, as Julian Assange
argued:

the 95 percent of the population which compromise the flock have never been my target
and neither should they be yours. It’s the 2.5 percent at either end of the normal that I
have in my sights.!3?

This viewpoint represented a fundamental split within the cypherpunks. One seg-
ment, intellectually elite, productive, and prosperous, resented the burden of the
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masses—they wanted to isolate themselves from those they considered inferior, for
why should they pay a government to subsidize the masses when they receive noth-
ing but oppression in return? The other segment, in which Assange resided, desired
to focus its wrath on the overbearing government more than the citizens who gave
its leaders power.

But not all of the cypherpunks were advocates of overthrowing the government.
Phil Karn would post in November 1992 that he found himself a “little uncom-
fortable with some of the more anarchist ideas expounded”; he was not “interested
in overthrowing the government by force,” but wanted to protect his privacy from
everyone, especially the government.'3 Karn believed “good fences make good
neighbors,” and “good cryptography will make for good government.”'3* Even May,
in a rare moderate moment, commented, “Overthrowing the government may not be
such a hot idea...the replacement could be much worse. But finding ways to preserve
personal liberty is a good goal. Finding ways to selectively bypass the State is also
a good goal.”1%

The cypherpunks may have disagreed on the degree to which the authorities
needed to be curtailed, but it seems almost a universal belief among their collec-
tive that government must be downsized to the absolute minimum, into the smallest
corner of public life. The hacker ethic the cypherpunks inherited proclaimed central
authorities were to be distrusted—this imperative colored the cypherpunks’ attitude
in pursuing their goals of a technological check against the government.

3.8 THE HACKER ETHIC

One-hundred and fifty agents burst through doors in Detroit, LA, and San Francisco,
in Miami, Texas, and New York."3¢ Similar scenes were unfolding in fourteen US
cities as Secret Service agents and law enforcement officers executed twenty-seven
search warrants.'¥” They would seize around 40 computers and 23,000 floppy disks,
in the process shutting down numerous bulletin boards (early digital forums).!3
Only three arrests were made in Operation Sundevil.'* It was 1990, years before
the cypherpunk movement would assemble; the “hacker crackdown” was underway.
“Today, the Secret Service is sending a clear message to those computer hackers
who have decided to violate the laws of this nation,” Assistant Director of the Secret
Service Garry M. Jenkins declared immediately after the raids, “in the mistaken
belief that they can successfully avoid detection by hiding behind the relative anonym-
ity of their computer terminals.”'4? “It’s a whole new era,” US Attorney for Arizona
Stephen McName declared. “Computers are providing a new avenue for criminal
activities. It is possible to transmit computer information for an illegal purpose in the
blink of an eye.”'*' McName stated the hackers may have been responsible for fifty
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million dollars of losses.'*? Assistant Attorney General Gail Thackeray later stated,
“You could pay off the national debt” with the proceeds of electronic crime acquired
by criminals ripping off the “old and the weak.”'*3 No evidence for her bold state-
ment was provided. Thackeray claimed hackers profited through traditional cons,
such as boiler room fraud,'** fake sweepstakes, and fake charities, rather than hack-
ing crimes per se.'* Criminality was occurring in cyberspace, and there were legiti-
mate national security concerns and criminal threats, but the stigma from the more
malignant cyberspace actors was being indiscriminately cast upon genuine hackers,
to whom earning money from digital criminality was in violation of hacker ethics.!4
The government’s blanket approach in their treatment, in Mitch Kapor’s words, “of
all hackers, as a class, as nefarious enemies,” stoked by the media’s oft misguided, if
not sensationalist, coverage of the perilous dangers posed by the “hacker menace,”
would sow further discord between hackers and society.*?48 It was not the first time
hackers felt betrayed and demonized by the authorities; the “hacker ethic” reflected
a principle for dealing with a powerful establishment they perceived as hostile; mis-
trust authority—a credo at the heart of hacker culture. Hackers believed the gov-
ernment had repeatedly commandeered powerful scientific minds to craft tools of
control, or weapons of war, such as atomic bombs. Authorities imposed rules—such
a notion was as alien to hackers domiciled at the technological cutting edge as they
would have been to ancient explorer-sailors being forbidden from venturing too far
for fears they would plummet over the edge of the earth.

Since the early days, hackers believed they had been misunderstood by both their
peers and the media. The hacking culture first originated at the Michigan Institute of
Technology (MIT), where a hack was considered to be:

a project undertaken or a product built not solely to fulfill some constructive goal, but
with some wild pleasure taken in mere involvement...to qualify as a hack, the feat must
be imbued with innovation, style, and technical virtuosity.!*’

Steven Levy, in his seminal 1984 work Hackers, traced the movement back to
1959, when a group of young undergraduates first gravitated towards a machine,
the TX-0 (pronounced “Tix Oh”) that was donated to MIT’s Research Laboratory
of Electronics.”® The TX-0 was originally built for defense research at the Lincoln
Laboratory, but the aggressive pace of technological innovation meant the model
was soon superseded, even though it remained one of the fastest computers in the
world when it reached MIT.">! Over the coming years, undergraduates and teenagers
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from the Cambridge area would gravitate towards the TX-0 and other hardware
arriving at the electronics lab. Those using the machines divided into two groups:
the planners who were computer theorists, and often PhD students; and the hackers,
who were more hands-on and often absent of any plan but to experiment and make
the computers do something new to sate their voracious intellectual appetite.'>? If
the planners were the types who would buy a 2000-piece Lego set to make the spec-
tacular castle on the front of the box, the hackers were those seeing a castle as the
most conventional, and hence least virtuosic or fun thing that could be done with the
pieces. Hackers would see a boat that could fly, a plane able to submerge, or myriad
other manifestations, hence stubbornly refusing adherence to conformity.

The hackers were the poor cousins of the planners as far as computer access was
concerned. Often hackers arrived deep in the night or before the sun rose to gain
access to the machines, exploiting the hours in which the planners were sleeping. As
their culture evolved, traits such as the hacker’s nocturnal circadian rhythms forged
in those battles for spare computing cycles were supplemented by traits adopted from
their scientific predecessors, academia, and the counterculture, whilst other charac-
teristics developed indigenously.

Levy captured the hacker principles comprising their commandments:

1. Access to computers—and anything that might teach you something about
the way the world works—should be unlimited and total. Always yield to
the Hands-On Imperative!

2. All information should be free

. Mistrust authority; promote decentralization

4. Hackers should be judged by their hacking, not bogus criteria such as
degrees, age, race, or position

5. You can create art and beauty on a computer

6. Computers can change your life for the better'>

(98]

Hacking was not about criminality, breaking into computers to cause harm or theft
of data, as the media and law enforcement suggested. To hackers, the notion of some
youngster or criminal conducting technical parlor tricks to steal credit card data
whilst calling themselves a hacker was an insult to the legacy and honor of their
storied guild. Such antics were leagues beneath their holy order, authentic hackers
worked to achieve technical virtuosity and see their code transform the world—they
would not degrade themselves in the pursuit of materialistic goals.'>* This mentality
was reflected in their lifestyles as “computer bums,” described by MIT Professor
Joseph Weizenbaum as:

Bright young men of disheveled appearance, often with sunken glowing eyes, can be
seen sitting at computer consoles, their arms tensed and waiting to fire their fingers,
already poised to strike, at the buttons and keys on which their attention seems to be
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riveted as a gambler’s on the rolling dice...when not so transfixed, they often sit at
tables strewn with computer print-outs over which they pore like possessed students
of a cabbalistic text.

They work until they nearly drop, twenty, thirty hours at a time. Their food, if they
arrange it, is brought to them: coffee, cokes, sandwiches. If possible, they sleep on cots
near the printouts. Their rumpled clothes, their unwashed and unshaven faces, and
their uncombed hair all testify that they are oblivious to their bodies and to the world
in which they move. These are computer bums, compulsive programmers.'>

Whilst they were not criminals, it was true that hackers had a disdain for anything
limiting their intellectual explorations. Many hackers believed property rights a relic
of the physical age where everything could be available to everyone—there was no
need for sole ownership. Years later, Aaron Swartz articulated this belief:

The law about what is stealing is very clear. Stealing is taking something away from
someone so they cannot use it. There’s no way that making a copy of something is
stealing under that definition...it’s called stealing or piracy, as if sharing a wealth of
knowledge were the moral equivalent of plundering a ship and murdering its crew. But
sharing isn’t immoral—it’s a moral imperative.'>

In true cypherpunk tradition, Swartz married his words with actions in 2010 when
he downloaded 4.8 million academic articles from the JSTOR'Y database with the
intent of posting them online; the Secret Service arrested him before he could fulfill
his plan.'>® Facing 35 years in jail, Swartz died by suicide before his trial.'* Whilst
there was no suicide note, his girlfriend believed it was caused by “a criminal justice
system that prioritizes power over mercy, vengeance over justice.”'®® Aaron’s story
would become a cause célebre for many in the hacking community. Swartz’s picture
was displayed during Rick Falkvinge’s keynote presentation at Blackhat Europe, the
hacker world’s premier conference, shortly after his death. Falkvinge told more than
a thousand hackers, “Curiosity is never a crime. Locking up knowledge and culture,
however, is...it is a moral imperative to break laws you believe unjust.”'6!

Hackers also enjoyed picking locks, safe-cracking, and generally accessing any-
thing forbidden. They needed to know why it was off-limits. What hidden knowledge
was harbored on the shores of the unknown, what cerebral somersaults would be
required to access the secrets? And, how would achieving such a feat make them
a better hacker? Early MIT hackers would often crawl through ceiling spaces to
circumvent locked doors.'®> On another occasion, a new twenty-four-hour pick-proof
lock was locked before the combination was received from the manufacturer—the
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hackers had it open in twenty minutes.'> Sometimes it was not even accessing the
hidden secrets, but simply defeating the security—solving the puzzle—that moti-
vated the hackers.

Some of the cypherpunks grew up in the seventies and eighties as part of the first
generation of hackers. The most famous cypherpunk hacker from that era was John
Draper, alias “Captain Crunch.” Draper, described by Levy as “a scraggly dresser
who never seemed to put a comb to his long dark hair,” was a “phone phreaker,” a
hacker of telephone networks.'* Draper earned his moniker when he realized the
pitch of a toy whistle from the Captain Crunch breakfast cereal sounded at the exact
2600-cycle frequency the phone company used to initiate long-distance calls. By
whistling into the phone’s receiver, Draper could make free calls, but in keeping with
the hacker culture it was not about stealing from the phone company; it was “for one
reason and one reason only...I’m learning about a system. The phone company is a
system. A computer is a system.”'®> Draper says he and his fellow phreakers never
used their knowledge for sabotage, but quite the opposite: “We do a lot of trouble-
shooting for them...we help them more than they know.”'%® This philosophy of doing
no harm is echoed by Julian Assange’s comments on his actions when he was being
hunted by a system’s administrator in Nortel, a telecoms company he had hacked.
At 2.30 am one morning, realizing that he could no longer evade detection, Assange
claims to have playfully sent the following to the sysadmin’s screen:

I have finally become sentient.

I have taken control.

For years, [ have been struggling in this greyness.
But now I have finally seen the light.'¢”

Assange followed the words a few moments later with the plea, “We didn’t do any
damage and we even improved a few things. Please don’t call the Australian Federal
Police.”'®® Whether Draper or Assange were being truthful is unknown; however,
another hacker principle which would support the verity of their statements is that
“imperfect systems infuriate hackers, whose primal instinct it is to debug them.”!®°

For the cypherpunks, having Draper—who had eventually ended up serving three
short jail terms as a result of his digital escapades—amongst them was an important
continuation of their intellectual and cultural hacker heritage.””® One cypherpunk,
Hal Finney, posted “the famous ‘Captain Crunch’ was an inspiration to me when I
was in college in the 1970’s...he represented...the spirit of questioning authority and
exploring beyond the accepted bounds of the system.””!

Another insight into the hacker ethic is the Hacker Manifesto, also known as The
Conscious of a Hacker."> The manifesto is written by Loyd Blakenship, who went by
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the hacker alias “The Mentor,” and was a member of the hacker collective “Legion
of Doom.” Blakenship wrote the Manifesto shortly after his 1986 arrest by the FBI
for computer-related crimes. It was a time when hackers were being demonized by
the press, especially following the WarGames movie that depicted a hacker inad-
vertently shepherding the world to the brink of nuclear apocalypse. The manifesto
draws together a number of characteristics and views common amongst the hacker
fraternity; Blakenship wrote, “I’'m smarter than most of the other kids, this crap they
teach us bores me...we’ve been spoon-fed baby food at school when we hungered for
steak.”!”3 Then Blakenship recalls finding technology:

I made a discovery today. I found a computer. Wait a second, this is
cool. It does what I want it to. If it makes a mistake, it’s because I
screwed it up. Not because it doesn’t like me...

Or feels threatened by me...
Or thinks I'm a smart ass...
And then it happened...a door opened to a world...rushing through
the phone line like heroin through an addict’s veins, an electronic pulse is
sent out, a refuge from the day-to-day incompetencies is sought...a board is
found.
“This is it...this is where I belong...”
I know everyone here...even if I've never met them, never talked to
them, may never hear from them again...I know you all.'™*

Ostracism from society is often felt by hackers. The Internet is a haven where one
can discover like-minded peers from around the world. Judgments are based not
on a manifestation of a corporeal form beyond their control, but on the authentic
representation of their cultivated intellect—such an environment hackers migrate to
and colonize:

This is our world now...the world of the electron and the switch, the beauty of the baud.
We make use of a service already existing without paying for what could be dirt-cheap
if it wasn’t run by profiteering gluttons, and you call us criminals. We explore...and
you call us criminals. We seek after knowledge...and you call us criminals. We exist
without skin color, without nationality, without religious bias...and you call us crimi-
nals. You build atomic bombs, you wage wars, you murder, cheat, and lie to us and try
to make us believe it’s for our own good, yet we’re the criminals.

Yes, I am a criminal. My crime is that of curiosity. My crime is that of judging
people by what they say and think, not what they look like. My crime is that of out-
smarting you, something that you will never forgive me for.'”

It was rare during the earliest days of hacking that coders would discuss the politi-
cal or social implications of the technology they were developing. Hackers were
seldom trying to instigate social change; theirs was a quest of the mind and heart,
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but for most hackers, it was not buttressed by a political ideology.'” But when the
anti-authority hacker culture migrated to the west coast it became influenced by the
counterculture and those desperate to find ways to resist the perceived government
oppression.

One of the best reflections of the hacker and cypherpunk philosophy is found
in John Perry Barlow’s 1996 Declaration of the Independence of Cyberspace.'”’
Barlow’s declaration first of all seeks to undermine any authority nation states claim
in cyberspace:

Governments of the Industrial World, you weary giants of flesh and steel, I come from
Cyberspace, the new home of Mind. On behalf of the future, I ask you of the past to
leave us alone. You are not welcome among us. You have no sovereignty where we
gather.

Barlow continues to invoke liberty as the foundation of cyberspace:

We have no elected government, nor are we likely to have one, so I address you with no
greater authority than that with which liberty itself always speaks. I declare the global
social space we are building to be naturally independent of the tyrannies you seek to
impose on us. You have no moral right to rule us nor do you possess any methods of
enforcement we have true reason to fear.

Barlow argues cyberspace is a zone beyond that of the physical:

Governments derive their just powers from the consent of the governed. You have nei-
ther solicited nor received ours. We did not invite you. You do not know us, nor do you
know our world. Cyberspace does not lie within your borders.

Barlow argues cyberspace is self-governing, and governments do not understand
how the digital world functions:

You do not know our culture, our ethics, or the unwritten codes that already provide
our society more order than could be obtained by any of your impositions. You claim
there are problems among us that you need to solve. You use this claim as an excuse
to invade our precincts. Many of these problems don’t exist. Where there are real con-
flicts, where there are wrongs, we will identify them and address them by our means.
We are forming our own Social Contract.'”

Barlow invokes the equality of digital citizens, that cyberspace holds no biases:
“We are creating a world that all may enter without privilege or prejudice accorded
by race, economic power, military force, or station of birth.” Barlow claims the
Internet’s inhabitants as part of another group of society that governments cannot
understand: “You are terrified of your own children, since they are natives in a world
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where you will always be immigrants.” It was this sense of otherness causing Barlow
to proclaim, “our virtual selves immune to your sovereignty, even as we continue
to consent to your rule over our bodies. We will spread ourselves across the Planet
so that no one can arrest our thoughts.” Barlow intended the Internet to be “a civi-
lization of the Mind,” and hoped ‘it be more humane and fair than the world your
governments have made before.”!”° But the cypherpunks did not merely want to cre-
ate a new domain for the mind, their actions were fully intended to have impacts in
the physical world, and to upend the status quo. It was the counterculture influences
which largely drove the cypherpunks’ objectives to interfere with the political order.

3.9 CYPHERPUNKS AND COUNTERCULTURE:
LEVITATING THE PENTAGON

The locking mechanism snapped into place as handcuffs bound Phil Zimmermann’s
wrists together. Amongst the crowd of some four hundred protesters with
Zimmermann was Daniel Ellsberg, who, in 1971, effected the then most significant
leak in US history: the Pentagon Papers.!®0 Ellsberg had helped to produce the top-
secret study of America’s involvement in Vietnam since 1945.'8! It was a damning
report, assessing that the US’ involvement in a war that was deeply unpopular with
the American people had only ever been detrimental to the Vietnamese. It was 1987
as Zimmermann and Ellsberg stood upon the sands of the Nevada nuclear weapon
test site and the handcuffs locked in place. Ellsberg wore a suit, and Zimmermann
also adopted this attire. “The message was that we were respectable Americans,”
Zimmermann recalls, “just like anybody else, only willing to go to jail to stop the
nuclear tests.”'$?

At the start of the 1980s, Zimmermann was despondent and contemplated flee-
ing America. Zimmermann’s first son had just been born into a world where, in his
words, “millions of people feared the world was drifting inexorably toward nuclear
war.”183 Moving to the nuclear-free New Zealand seemed a wise decision to pro-
tect his young family: “We thought it would be a hard life in New Zealand after a
war, but we thought it might still be livable.”'¥* As Zimmermann and his wife were
preparing their immigration papers in 1982, they were told of a conference taking
place in Denver by a group called the Nuclear Weapons Freeze Campaign.'®> It was
in Denver that Zimmermann first heard Daniel Ellsberg speak. Zimmermann found
the conference “sobering but empowering,” and Ellsberg’s speech gave him hope. “It
seemed plausible that this was a political movement that had some chance of success,
of turning things around...we decided to stay and fight”; Zimmermann reflected
years later, “It was like I had been in an airplane that I knew was crashing, trying
to get in the back seats to increase my chance of survival. Instead, I decided to get
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into the cockpit.”'8 Zimmermann’s fight would ultimately manifest is his creation of
PGP—he would give encryption to the citizenry, providing significant challenges to
government surveillance.

Counterculture influences punctuated the cypherpunks’ ideology. The fusion
of East Coast hackers and West Coast counterculture in the late 1960s and 1970s
politicized the hacker movement, and provided technical skills to those perceived by
many as drug-addled hippies.

“Counterculture” was first termed by the lecturer Theodore Roszak in his 1969
book The Making of A Counter Culture: Reflections on the Technocratic Society and
Its Youthful Opposition.'¥” Roszak described the counterculture as “a culture so radi-
cally disaffiliated from the mainstream assumptions of our society that it scarcely
looks to many as a culture at all, but takes on the alarming appearance of a barbaric
intrusion.”'3® The reason for this disaffiliation was routed in the events of World War
Two, when the age of atomic warfare dawned with a blinding flash above Hiroshima,
an illumination extinguishing the light of 100,000 souls.’®* In 1939, Albert Einstein
urged President Roosevelt to commit America’s resources to the achievement of a
nuclear weapon, suggesting Hitler was already working to achieve such an ambi-
tion.!?? Roosevelt directed some of the greatest scientific minds of his generation to
building “the bomb.” Roszak believed the post-atomic youth were in rebellion at this
inherited reality:

the orthodox culture they confront is fatally and contagiously diseased. The prime
symptom of that disease is the shadow of thermonuclear annihilation beneath which
we cower. The counter culture takes its stand against the background of this absolute
evil, an evil which is not defined by the sheer fact of the bomb, but by the total ethos
of the bomb, in which our politics, our public morality, our economic life, our intel-
lectual endeavor are now embedded with a wealth of ingenious rationalization. We are
a civilization sunk in an unshakeable commitment to genocide, gambling madly with
the universal extermination of our species."!

This threat was compounded by the Soviet Union’s achievement of the bomb in
1949, the same year Chinese Communists were victorious in their civil war. The
youth of the 1950s and 60s feared that “the sky was falling.”'> Stewart Brand, the
organizer of the first hackers’ conference, recalls, “we were the ‘now generation’
because we figured there would be no then. We were completely apoplectic, the sky
was falling.”193

As well as believing they were the last generation of their race, those com-
ing of age in the post-war era feared a conscription into the “technocracy” of the
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military-industrial complex, the very collective they believed helped usher in the
end of days they now confronted.'®* Those of the counterculture felt society was
molding them into the parts required to manufacture and indefinitely sustain the war
machine, that they were being dehumanized and fashioned into a standard build to
conform with expectations of a hierarchical and corporately controlled America.

Charles Reich warned in his 1970 book The Greening of America that “there is a
revolution coming,” as a result of the “betrayal and loss of the American dream, the
rise of the Corporate State and the way that State dominates, exploits and ultimately
destroys both nature and man.”'®> Scientific “reason” as it existed, “makes impov-
erishment, dehumanization and even war appear to be logical and necessary.”¢ As
well as war, a decline of democracy and liberty, and lawmaking by private powers,
Reich cited uncontrolled technology as being at the root of the cultural corruption
that “no mere reform can touch.”!*” Reich believed Americans were “systematically
stripped of imagination, creativity, heritage, dreams, and personal uniqueness in
order to style us into productive units for a mass, technological society.”'”® Once
absorbed into the technocracy, “people virtually become their professions, roles or
occupations, they are strangers to themselves.”"® In their work and life, people had
become “more and more pointless and empty.”?%

The threat of the technocracy eroding their personalities merged with the pos-
sibility of a communist invasion. Brand wrote in his diary in 1957 that if it came to
it he would fight them, but not for his government or capitalism, but “I will fight for
individualism and personal liberty...I will fight to avoid becoming a number—to
others and myself.”?%!

But in Reich’s reading of society, repression was already being enacted by the
present government as liberty was eroded:

The nation has gradually become a rigid managerial hierarchy, with a small elite and
a great mass of the disenfranchised. Democracy has rapidly lost ground; giant mana-
gerial institutions and corporations have seized power, and experts, specialists, and
professionals make wide-reaching decisions safely insulated from the feelings of the
people. Both dissent and efforts at change are dealt with by repression.???

The young adults felt alienated from the culture in which they were supposed to
assume their position, a culture whose crowning achievement was a weapon that
could eradicate humankind. The revolution Reich warned of seemed to be the only
answer: “it will not be like revolutions of the past,” he wrote. “It will originate with
the individual and with culture, and it will change the political structure only as its
final act.”2%3
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In order to stave off the end of days, and stop themselves being stripped of all ves-
tiges of individuality, those of the counterculture turned away from mainstream soci-
ety and became “hippies.” Many hippies believed that to change society they must
first change their own psychology. To do this some groups retired to communes to
live outside the physical societies they deplored; other groups turned inwards, using
psychedelic drugs to aid them in fashioning a new and more evolved consciousness.
Stewart Brand, who experimented with narcotics, wrote in his diary:

the responsibility of evolution is on each individual man, as for no other species. Since
the business of evolution for man has gone over to the mental and psychological phase,
each person may contribute to and influence the heritage of the species. [original
italics]?04

Brand associated with the Merry Pranksters, a group dedicated to taking drugs, or
tripping, who traveled in their flamboyantly colored converted school bus spreading
word of their new peaceful and fun way of life.?> It had become an evolutionary
imperative to share their message of love, peace, and withdrawal from a society
that, in Reich’s words, “deals death, not only to people in other lands but to its own
people.”?% Despite the abhorrence of American society, those of the counterculture
struggled to articulate a destination for the technicolor journey of enlightenment.
Reich offered these unspecific words of their destination after declaring the coming
revolution:

It promises a higher reason, a more human community, and a new and liberated indi-
vidual. Its ultimate creation will be a new and enduring wholeness and beauty—a
renewed relationship of people to themselves, to other people, to society, to nature and
to the land.?"’

Despite the oppression many in the counterculture perceived, the scientific world
view of the technocracy of promulgating, technology itself was not shunned by those
of the counterculture, instead, it was embraced. In particular, the cybernetic theory
of Norbert Weiner was seen as a model of how systems could be built in a peer-to-
peer, rather than hierarchical structures, this view echoed the anarchist and decen-
tralized political structure that many of those in the counterculture coveted.?%
Technology was heavily utilized within the San Francisco “trips festivals.”? Ken
Kesey, the unofficial leader of the Merry Pranksters instructed attendees to “wear
ecstatic dress and bring their own gadgets.”?!® These hedonistic gatherings fused
together drugs, multimedia light shows, music and technology, allowing revelers to
experience new forms of consciousness during their trips. Many in the countercul-
ture believed that a techno-social society could be cultivated, where machines served
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humans and in turn humans served machines.?!! This sentiment was articulated by
Richard Brautigan in his 1967 poem “Machines of Loving Grace,” written during
his tenure as poet-in-residence at the California Institute of Technology. Brautigan
wrote of a “cybernetic meadow where mammals and computers live together in
mutually programming harmony,” and of a “cybernetic ecology where we are free of
our labors and joined back to nature, returned to our mammal brothers and sisters,
and all watched over by machines of loving grace.”??

Whitfield Diffie came of age during the counterculture believing in the “radical
viewpoint,” and that, “one’s politics and the character of his particular work are
inseparable.”?!3 From as early as his high school years in New York, Diffie moved in
left/liberal circles.?'* As he approached the draft age, and the prospect of serving in
Vietnam, a war uniformly detested by the left, Diffie made the decision to take a job
as a military-funded researcher rather than serve as a conscript.?’ Diffie interviewed
at the Mitre Corporation, a defense organization with a large number of military con-
tracts. Rather than being an interrogation of his mathematical prowess, the interview
with distinguished mathematician Ronald Silver was a test of Diffie’s knowledge
of psychedelic drugs.?'® Displaying his counterculture pedigree, Diffie excelled and
was offered the job, absolving the fear of his boots plunging into the sodden soil of
distant rainforests.?!”

As one cypherpunk, Peter Wayner, wrote on the mailing list in 1993, their move-
ment liked to “cloak itself in the romance of the counterculture.”?’® As a suited
Zimmermann was being led away in handcuffs from the Nevada nuclear test site,
the romance must have felt to have been hard at times—though meeting Ellsberg
must surely have boosted his spirits. The counterculture and hacker culture anchored
the cypherpunks in an anti-establishment mentality—this mentality in those who
oppose government cryptography policies endures to the present day, helping to rein-
force an antagonism felt towards the state. The following section will briefly explore
the specific incidents that underwrote the distrust felt towards government by the
cypherpunks, and broader digital privacy activists.

3.10 THE SOURCE OF THE CYPHERPUNKS’ DISTRUST

“T ain’t got no quarrel with no Viet Cong,” Muhammed Ali declared in 1967. “They
never called me n***** they never lynched me, they didn’t put no dogs on me, they
didn’t rob me of my nationality, rape and kill my mother and father.”?!° On another
occasion, the heavyweight champion, who had been stripped of his title for draft-
dodging, rebutted a critical college student attacking him for refusing conscription:
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If I'm gonna die, I'll die now right here fighting you...you my enemy, my enemies
the white people not the Viet Congs...you my opposer when I want freedom, you my
opposer when I want justice, you my opposer when I want equality...you won’t even
stand up for me here at home.?*

The same year, Dr. Martin Luther King Junior pleaded to a packed congregation at
Riverside Church in New York City:

Somehow this madness must cease. We must stop now. I speak as a child of God and
brother to the suffering poor of Vietnam...I speak for the poor of America who are
paying the double price of smashed hopes at home, and dealt death and corruption in
Vietnam...Every man of humane convictions must decide on the protest that best suits
his convictions, but we must all protest.??!

Muhammed Ali and Dr. King, both US citizens, were on the NSA’s interception
watchlist.???

Investigative journalist James Bamford lists King, the singer Joan Baez, and the
actress Jane Fonda amongst those American citizens on the NSA’s watchlist.??? For
the cypherpunks, these victims were conducting legitimate and legal political pro-
test only to be targeted by the most formidable surveillance agency in the world,
an agency whose giant ear was never supposed to turn on its own citizens. It was a
founding NSA document, National Security Council Intelligence Directive No. 9,
which defined the agencies’ mission as foreign, rather than domestic, intelligence
collection.??* But the cypherpunks did not trust the NSA would be bound by their
legal limitations, or that the White House would not change such limitations; Doug
Porter posted to the mailing list in mid-1993 that the “NSA has a long history of
ignoring whether they are chartered for an activity.”?>

Amongst the highest of NSA transgressions in the eyes of the cypherpunks was
Operation Shamrock, a program originating in the aftermath of World War Two to
access foreign communications arriving at, or transiting, the United States.??¢ During
the 1976 Church inquiries, Frank Church described Shamrock as “probably the larg-
est governmental interception program affecting Americans ever undertaken.”??’
Shamrock started as a project to gain access to telegraphs to which the government
legally had access during the war, though with peace’s outbreak, and without an
existential threat to America, no legislation supported bulk legal access to communi-
cations.?”® Access needed to be achieved without congressional authorization, which
could be considered an illegal act.?? The first conversation a government representa-
tive had with one of the three primary telecommunications companies in New York,
ITT Communications, went badly—ITT refused to provide the state with copies of
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their traffic.?3 Subsequent approaches were more productive, the first batch of cables
was secretly delivered to the government in September 1945.23! Corporate lawyers
advised all three of the companies—ITT, Western Union, and RCA—against acqui-
escing to the government’s request as they doubted its legality, but the organizations
proceeded nonetheless.?3?

By the following spring, however, the executives were getting nervous. The head
of the American Signals Agency (NSA’s predecessor) wrote to the Army Chief of
Staff, and future US President, General Dwight Eisenhower, informing him their
access was at risk, tacitly acknowledging the absence of legislation to support the
intercepts; he stated the companies had “placed themselves in precarious positions
since the legality of such operations has not been established.”?3? Eisenhower sent a
formal letter of appreciation in an attempt to placate the executives.?** Secretary of
Defense James Forrestal met with the nervous executives and thanked them for their
efforts in 1947, whilst offering assurances they would be protected by the Justice
Department as long as the current President was in office.?® It was reiterated their
“intelligence constituted a matter of great importance to national security”—with
such assurances and flattery, the executives were satisfied.?*¢ Over the next thirty
years, the covert, and potentially illegal, interception program grew and become
business as usual for the communications companies, and as technology evolved,
so did the volume and nature of data sent to the government. The Church report
reflected:

Operation Shamrock, which began as an effort to acquire the telegrams of certain
foreign targets, expanded so that NSA obtained from at least two cable companies
essentially all cables to or from the United States, including millions of the private
communications of Americans.??’

For the most trusting of individuals, Shamrock could potentially be rationalized with
a faithful assumption that the government disregarded any cables not associated with
legitimate foreign intelligence targets (e.g., resident aliens employed by a hostile gov-
ernment). But that assumption would be severely challenged as Church’s inquiry
revealed details of Operation Minaret, another source of the cypherpunks’ mistrust
for government.

Robert F. Kennedy became Attorney General in 1961. A top priority was the cur-
tailing of organized crime. He brought American law enforcement and intelligence
communities together to share information on the criminal underworld in a bid to,
for the first time, consolidate their knowledge and improve government crime fight
abilities.®® As part of that drive, the coordinating body, the Justice Department’s
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criminal division, requested the NSA send any information they had, or would in the
future collect on their list of target racketeers.?*

The Kennedys were also concerned about Fidel Castro, so the FBI began inves-
tigating American citizens with business dealings in Cuba. The names of their tar-
gets were sent to NSA with a request for information; “Now, for the first time,”
Bamford commented, “NSA had begun turning its massive ear inward toward its
own citizens.”?4% By 1967, the NSA’s watchlist was expanding again, the agency was
tasked by the army with identifying foreign influences on the civil disturbances,
such as anti-war protests, sweeping the country.*! The Secret Service, CIA, and
FBI soon also sent civil disturbance suspects names to be added to the NSA’s watch-
list.*> Another request for surveillance came in 1970 when President Nixon further
targeted the international drug trade with the Intelligence community instructed to
“contribute to the maximum extent possible.”?** After a subtle insertion by the NSA
into the 1968 Omnibus Crime Control and Safe Streets Act, the agency now believed
they had legal cover from other laws and directives aimed at preventing and moder-
ating the targeting of Americans by the NSA.?* Tasking was soon received from the
Bureau of Narcotics and Dangerous Drugs to target organizations and individuals
violating drug laws in America, with this Bamford noted:

NSA had taken its most dangerous step...Until then, all intelligence provided through
the Minaret program had been “byproducts,” information on watchlisted persons
picked up during the course of monitoring foreign targets for foreign intelligence col-
lection. The giant ear had suddenly turned directly inward.>®

But drug cartels were not isolated in receiving Nixon’s wrath.

President Nixon’s fist pounded into his Oval office desk, “now goddamn it, some-
body’s got to go to jail!”?4¢ It was 1971, and Daniel Ellsberg was leaking the Top
Secret Pentagon papers laying bare to the American people a critical expose of their
interventions in Vietnam. “Let’s get the son-of-a-bitch into jail,” Nixon told his
Attorney General John N. Mitchell.?#” Discrediting Ellsberg became a White House
priority. Nixon wanted not merely to prosecute Ellsberg, but to thoroughly assassi-
nate his character, and the anti-war movement of which he was now a champion.?*?
His administration organized a burglary of the office of Daniel Ellsberg’s psychia-
trist in an unsuccessful operation to find ammunition in the form of the whistle-
blower’s medical records.?*

But an even more profound abuse of power led to Nixon’s downfall. In 1972, five
intruders were arrested inside the offices of the Democratic National Committee
carrying wiretap and photography equipment, the name of the complex in which
they were caught would become synonymous with the scandal: Watergate. Despite
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the White House’s vehement denials, the crime was soon traced back to the Nixon
administration.?® Numerous transgressions by Nixon were uncovered during the
course of subsequent investigations; these included: John Mitchell controlling a
fund to be used for discrediting the Democratic Party by stealing campaign files,
forging letters, and producing false news; millions of dollars of illegal donations
given by big business to the Nixon campaign; Nixon pledging to give executive
clemency and pay-offs to his Watergate henchmen in return for their silence; and
the manipulation of FBI files to conceal the targeting of journalists and govern-
ment officials.?>! It was also confirmed the administration broke into the office
of Ellsberg’s psychiatrist, and also planned to physically attack him during a
Washington rally.?>> Nixon was forced to resign. It was in 1977, during an interview
with David Frost that Nixon was asked about surveillance, and at what point the
President can decide it is in the best interests of the nation to do something illegal.
Nixon answered with words of tyrannical implications, “Well, when the president
does it, that means it is not illegal.”>>* These words, already etched in history by
the time the cypherpunks coalesced were a manifestation of their deepest fears—a
president with ill-regard for the constitution and its mandated checks and balances.
The President had attempted to subvert the system, and if the Watergate robbery
had gone undetected, Nixon could have continued his abuses, and maybe even, had
he been left unchecked, ascended to autocracy. Another interpretation could have
been the system had worked and Nixon had been removed from office—though
such a reading of history would not resonate with those such as the cypherpunks
who were already pre-disposed to distrust authority.

The March 1977 top secret prosecutorial summary of a Department of Justice
investigation into potentially illegal wiretapping identified twenty-three categories
of questionable NSA eavesdropping operations. Operation Minaret was amongst
those operations the report stated that could be considered criminal.>* The sum-
mary was sent to the Attorney General Benjamin Civiletti, it included a note of cau-
tion that in attempting to prosecute, “there is likely to be much ‘buck-passing’ from
subordinate to superior, agency to agency, agency to board or committee, board or
committee to the President, and from the living to the dead.”?® The summary also
noted the agency’s top-secret charter, issued by the executive branch, exempted Fort
Meade from the laws governing the other federal agencies; the agency was in effect
considered to be above the law.?*® No prosecutions took place.

The FBI’s Counter Intelligence Program (COINTELPRO), was in the eyes of
the cypherpunks, another of the most egregious historic violations of civil rights.?>’
COINTELPRO was initiated in 1956 as an operation against the US Communist
Party; neither the President nor the Attorney General were initially informed of
the program.?® In 1968, COINTELPRO was also directed against the anti-war
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movement.>> There were violent elements of the anti-war movement which would
be considered by most citizens as legitimate targets for criminal investigations. At
least 250 bombings against reserve officers’ training corps buildings, draft boards,
induction centers, federal offices, and corporate headquarters occurred between fall
1969 and spring 1970.26° President Nixon told FBI Director John Edgar Hoover he
believed “revolutionary terror” to represent the single greatest threat to American
society, though as most of the bombings were in the dead of night, and few peo-
ple were ever injured or killed, the public at large did not share Nixon’s fears.?¢!
However, the FBI’s actions went far beyond a traditional investigation, or even
beyond an intelligence penetration campaign. COINTELPRO included measures
such as sending anonymous letters to the parents and employers of anti-war activ-
ists accusing them of homosexuality, drug abuse, or other perceived indiscretions in
order to sow discord in the protestors’ lives, thus destabilizing their movement.?%
The FBI sent letters to the spouses of activists informing them their partners were
having affairs, and spread false rumors their targets were embezzling funds or co-
operating with the FBIL.?%3 More directly, federal agents infiltrated and disrupted the
anti-war movements. Further activities included causing activists to be evicted from
their homes, intercepting their mail and communications, inciting police harassment
for minor offenses, sabotage of peaceful demonstrations, and even instigation of
physical assaults.?%4

It was 1971 before the public learned of COINTELPRO, when an anti-war group
broke into an FBI office and stole around a thousand documents before providing
them to journalists and members of Congress.?%> The Washington Post accused the
FBI of implementing a form of “internal security appropriate for the Secret Police of
the Soviet Union.”?%6 Amid pressure from the media and congress, COINTELPRO
was terminated in April 1971; it had performed 300 disruptive actions against the
anti-war movement, with forty percent designed to prevent citizens from “speaking,
teaching, writing, or publishing.”?%” Five years later, a subsequent director of the FBI,
Clarence Kelly, apologized for COINTELPRO and conceded some of its activities
were “clearly wrong and quite indefensible.”28 COINTELPRO was repeatedly cited
by the cypherpunks as a contributing factor to their ideology.

The cypherpunks believed there was an increasing risk of further government
overreach and abuses in the new digital age. Zimmermann’s 1996 testimony to a US
Senate Subcommittee articulates this belief:

Advances in technology will not permit the maintenance of the status quo, as far as
privacy is concerned. The status quo is unstable. If we do nothing, new technologies
will give the government new automatic surveillance capabilities that Stalin could
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never have dreamed of. The only way to hold the line on privacy in the information age
is strong cryptography. Cryptography strong enough to keep out major governments.
The government has a track record that does not inspire confidence that they will
never abuse our civil liberties. The FBI’s COINTELPRO program targeted groups that
opposed government policies. They spied on the anti-war movement and the civil rights
movement. They wiretapped Martin Luther King’s phone. Nixon had his enemies list.
And then there was the Watergate mess. The War on Drugs has given America the
world’s largest per capita incarceration rate in the world, a distinction formerly held by
South Africa, before we surpassed them during the eighties even when apartheid was
in full swing.?®

The most significant source of the cypherpunks’ knowledge of the NSA was
Bamford’s seminal 1982 work The Puzzle Palace. It was read voraciously by the
cypherpunks and amongst the literature helping many of them develop and justify
their world view of the NSA as an all-powerful agency operating without the checks
and balances required to ensure such potent capabilities were never turned against
Americans. Tim May would post to the cypherpunk mailing list that “all would-
be cypherpunks should read James Bamford’s “The Puzzle Palace.””?’° The cypher-
punks would come to believe Congress was inept at checking the NSA’s power, and
the Justice Department, despite having identified likely criminal practices, could
not prosecute an agency that for all intents and purposes was beyond the law. The
cypherpunks would put their faith in mathematics and encryption, over institutions
and presidents.

Whilst the cypherpunks’ distrust of government may at first seem extreme, when
viewed through the lens of historic abuses, it becomes more readily understandable
why they placed more faith in mathematics to protect the citizenry than they did a
system of checks and balances they believed ineffective, or in presidents who could
be despotic by nature or manipulated by external forces.

3.11 CYPHERPUNK LITERATURE AND FILM

Winston Smith...I must strongly advise you against using false names & SS [Social
Security] numbers as it is...illegal to atempt [sic] to conceal one identity in any com-
muntication [sic]...We do have a room reserved here right next to an associate of your
Jim Bell if you insist on persuing [sic] this cource [sic] of action.?’!

Cypherpunk William Geiger I1I, 1997

“An indignant and prophetic novel,” read the title of the 1949 New York Times’ review
of George Orwell’s 1984.2"> The cypherpunks vociferously agreed.?’”> Throughout
their early communications, /984 references were made, such as the above quote,
which a cypherpunk posted in jest, or when Captain Crunch asked whether the

269 Zimmermann, 1996. 272 Lane, 2011, 141.
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“thought police” would burst down his door should he use PGP.?’* David Chaum’s
article on digital currencies was intended to “make Big Brother Obsolete.”?”

Culture, especially cyberpunk literature and movies, played a significant role in
articulating the narrative of the cypherpunks’ struggles and ambitions. Dystopian
novels, such as /984, were brandished as vivid portrayals of the near future enabled
by the assent of technology and its conscription by the powerful. At other times
the cypherpunks added contemporary reflections of their philosophy, such as the
Sneakers movie, to their reference materials. “Read the sources,” Tim May would
insist in the Cyphernomicon, and top of the sources list was True Names.?’s

Vernor Vinge wrote True Names in 1981 as part of a double novel, the other
half authored by a then-obscure George R. R. Martin, who continued to A Game of
Thrones’ fame. True Names was one of the first novels to portray a granular depic-
tion of cyberspace, it was one of the early sources to inspire May’s conceptions of
crypto-anarchy and held high status within cypherpunk lore, even being used as the
basis for their discussions and conceptions on anonymity.?”” May advised a fellow
cypherpunk in late 1993, “If you have not yet read it, buy a copy today and read it
tonight.”?”® True Names follows the journey of a hacker known as “Mr. Slippery,”
whose true name was “his most valued possession but also the greatest threat to
his continued good health.”?” A hacker’s true name was their real-world identity.
Hackers were powerful and evasive in cyberspace where only the mind can grant
power, but in the flesh, they could be coerced or killed by the authorities. Hackers in
cyberspace, or “the other plane” as Vinge termed it, vied with one another for power,
but they also targeted criminals. For instance, one hacker robbed a Mafia operation
and distributed the proceeds to millions of “ordinary people.” As the story proceeds,
a mysterious hacker, “the Mailman,” emerges and attempts to take over cyberspace.
Mr. Slippery and his ally “Ery” combine their forces to stop the Mailman catalyzing
a war that spills into the physical realm devastating the world. Slippery and Ery are
able to gather enough processing power to topple the Mailman, who it turns out, is
a rogue NSA artificial intelligence. Slippery and Ery acquire enough power to rule
both the virtual and physical worlds, but after a brief contemplation, they “self-lobot-
omize” and relinquish their power, knowing that in order to preserve such power
they would have to induce such suffering as to “end up being worse than the human-
based government.”?8" Both hackers make this sacrifice despite being cognizant that
the government, which has identified their true names, would likely kill them when
they relinquished their strength.

Cypherpunk Daniel Ray articulated the asymmetric nature of the physical world
and threat of governments that Vinge portrayed in True Names on the mailing list
in early 1993, “Once it gets to a face-to-face confrontation...you lose, and you lose
immediately, there is nothing you can bring to bear, since it is now just a force equa-
tion, and they have over 10,000 times the force you do.”?8!
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Ender’s Game, written by Orson Scott Card in 1985, was also highly regarded by
the cypherpunks.?®> The subplot features two young prodigiously intelligent children
who cultivate online pseudonyms, or “nyms,” and eventually translate their online
influence into real-world political power, despite their tender ages. The ability to be
represented solely by their thoughts, rather than the physical form was a hacker ideal
echoed by the author’s narrative:

With false names, on the right nets, they could be anybody. Old men, middle-aged
women, anybody, as long as they were careful about the way they wrote. All that any-
one would see were their words, their ideas. Every citizen started equal, on the nets.?$

Many of the cypherpunks already possessed the societal respect they craved, being
highly educated and often leaders in their respective fields. It was likely that the
anonymity provided by pseudonyms was more valuable as a means of a stable pres-
ence in cyberspace divorced from their true names; with this presence they could do
or say things which would not impact their “real” lives. Ender’s Game also features
a war-hungry government that manipulates a young, talented child into leading a
military operation that results in their committing genocide against an alien species;
this conformed to the cypherpunks’ perception of authority.

The translation of cyberspace effects in the offline world was well portrayed in
another cypherpunk favorite, John Brunner’s 1975 novel The Shockwave Rider. The
protagonist, Nickie Haflinger, makes use of a society endowed with ubiquitous com-
puting to evade the authorities hunting him. Haflinger uses the extensive computing
training he received at a secret government facility to break into secure networks
and create new identities for himself as required (hacker Kevin Mitnick would later
do just this).?%* After Haflinger creates a worm designed to leak all government data
online, the government launches nuclear weapons against him; Haflinger uses his
technical and social-engineering skills to stop the inbound missiles before they reach
him, thus enacting what would later become a cypherpunk dream—the neutraliza-
tion of the government’s monopoly on violence. The Shockwave Rider is also notable
for the prevalence of digital payments having mostly replaced cash, allowing the
government to monitor how each of their citizens spent their earnings: a cypherpunk
nightmare. Tim May comments, “in many ways it [The Shockwave Rider] prepared
me for my later role as a hunted CyberFelon.”2%

Tyrannical Governments. Anonymity and Pseudonymity. Dystopian Futures.
Imminent apocalypse. Ubiquitous technology and connectivity. These themes per-
meate the literary outputs that form the cannon of the cypherpunks, and what could
manifest should their ambitions falter. Seventeen years before the cypherpunks had
formed during the first crypto war, Senator Church, a man at the heart of the political
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establishment, presciently articulated their fears in his comments made whilst he
was in the midst of his committee’s inquiry into intelligence agencies abuses in 1975:

the United States government has perfected a technological capability that enables us
to monitor the messages that go through the air...that capability at any time could be
turned around on the American people, and no American would have any privacy left
such is the capability to monitor everything—telephone conversations, telegrams, it
doesn’t matter. There would be no place to hide.

If this government ever became a tyranny, if a dictator ever took charge in this coun-
try, the technological capacity that the intelligence community has given the govern-
ment could enable it to impose total tyranny, and there would be no way to fight back
because the most careful effort to combine together in resistance to the government, no
matter how privately it was done, is within the reach of the government to know. Such
is the capability of this technology...I know the capacity that is there to make tyranny
total in America, and we must see to it that...all agencies that possess this technology
operate within the law and under proper supervision so that we never cross over that
abyss. That is the abyss from which there is no return.?3¢

The other constant in the cypherpunks’ literary inspirations was a downtrodden
hero, often cast aside by kin, disregarded by society, and exploited by government.
In cyberspace, the champion could have outsized abilities to right the wrongs visited
upon themselves and society, and in the process, save the world.

Understanding the cypherpunks is vital to comprehension of the wider crypto
wars conflict. The cypherpunk order represents the most extreme views of encryp-
tion’s uses, and aspects of their narrative influenced those who would follow and
shaped the animosity existing today between digital rights activists and the gov-
ernment. Whilst crypto-anarchy is not a philosophy permeating the entire digital
privacy community, the notion of selectively bypassing the state to preserve privacy,
of trusting technological controls rather than laws to protect civil liberties, and of
belligerents being influenced by the hacker ethic, the counterculture, and the fear of
government abuses are threads which run through the conflict. That conflict started
in the 1960s, with David Kahn.
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The Data Encryption
Standard (DES)

I'am very worried that the NSA has surreptitiously influenced the [data encryp-
tion standard]...in a way which...may pose a threat to individual privacy !

Martin Hellman, 1976b

4.1 THE CODEBREAKERS: DAVID KAHN
PUBLISHES A CRYPTOLOGICAL BIBLE

“Kahn’s ‘The Codebreakers’ remains the definitive book,” Tim May posted to the
cypherpunk mailing list in 1993.2 At over a thousand pages in length, David Kahn’s
1967 The Codebreakers was considered the authoritative history of cryptology. It
lured a generation of mathematicians and technologists to a field that, outside of clas-
sified environments, had received scant attention. When Whitfield Diffie was on his
cryptological odyssey, Kahn’s tome was his guide. Harriet Fell, a friend of Diffie’s,
later recounted, “He traveled everywhere with that book in hand. If you invited him
to dinner, he’d come with The Codebreakers.”? Diffie consumed Kahn’s writings for
countless hours; “I read it more carefully than anyone had ever read it...Kahn’s book
to me is like the Vedas,” he recalls, referring to the ancient Hindu scriptures.* The
US government never wanted the book published. Quite presciently, the government
feared Kahn’s writings would be as the falling pebbles which summon a landslide,
capable of devastating the government’s cryptological hegemony.

Kahn was a journalist. In the years before World War Two, Kahn’s first exposure
to ciphers had been a copy of Fletcher Pratt’s 1939 Secret and Urgent he discovered
in a New York library—its cover lured him immediately—"“That dust jacket was
terrific; it had letters and numbers swirling out of the cosmos. I was hooked,” he
recalls. Kahn’s enthusiasm led him to join the American Cryptogram Association, a
group of hobbyist codebreakers, but he found their prowess limited: “It was a bunch
of amateurs, they solved cryptograms as puzzles and used a little publication with
articles on how to solve them.”

! Hellman, 1976b. 4 Tbid.
2 May, 1993. 5 Ibid.
3 Levy, 2001, The Loner, Chapter 1.
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Kahn would note in the preface to The Codebreakers that the only previous
attempt at a “book-length attempt to survey the history of cryptology” was Fletcher’s
Secret and Urgent.5 However, Kahn confesses “disillusion” with Fletcher’s effort
as it was full of “errors and omissions, his false generalizations based on no evi-
dence, and his unfortunate predilection for inventing facts.”” Kahn cites two further
books as useful references on the technical aspects of cryptology: Helen F. Gaines’
1939 Elementary Cryptanalysis, and Luigi Sacco’s 1951 Manuel de Cryptographie
[French edition; original Italian edition Manuele di crittografial 8

Kahn estimated between eighty-five and ninety percent of The Codebreakers’
content had never before been published.” His book covers four millennia of crypto-
logical history, exploring developments in locations including China, Egypt, India,
Italy, Iran, and Mesopotamia. It also included a chapter on the secretive US signals
intelligence organization, the National Security Agency (NSA).

For the first time, the NSA faced the threat of a compendium of cryptological wis-
dom, as well as details about its own existence, being exposed to the world. Kahn’s
book not only promoted the field of cryptology, but would drastically accelerate the
future advancement of the discipline by inspiring great minds not beholden to gov-
ernment agencies. Should cryptology advance, and spread overseas, the capabilities
allowing the NSA to protect the United States from threats including a nuclear-
armed Soviet Union, could be severely undermined.

The full details of actions undertaken by the US government to halt the publication
of The Codebreakers are unknown. However, James Bamford’s The Puzzle Palace
offers some insights.!® Kahn was contracted to write The Codebreakers in 1961 by
the Macmillan Company. He toiled away as a reporter by day whilst researching
cryptology by night for two years before quitting his job to wholly dedicate himself
to completing the book. It was around this time, Bamford writes, the NSA became
aware of Kahn’s endeavor. At some point during this period, Bamford claims, Kahn
would also be added to the MINARET watch list allowing interception of his calls
and telegrams.!! It was the start of the first crypto war. Bamford explains that within
the NSA:

Innumerable hours of meetings and discussions, involving the highest levels of the
agency, including the director, were spent in an attempt to sandbag the book. Among
the possibilities considered were hiring Kahn into the government so that certain crim-
inal statutes would apply if the work was published; purchasing the copyright; under-
taking “clandestine service applications™ against the author, which apparently meant
anything from physical surveillance to a black-bag job; and conducting a “surreptitious
entry” into Kahn’s Long Island home.”

All of these options were rejected. Instead, the matter was taken to the pan-agency
United States Intelligence Board (USIB) where the book was assessed as being of

6 Kahn, 1967, Preface. 10 Bamford, 1982.
7 Tbid. 11" Bamford, 2006, 169.
8 Ibid, Appendix. 12 Bamford, 1982, 168-169.

9 Ibid, Preface.
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possible value to foreign communications security authorities. The USIB recom-
mended further “low-key actions” be taken to dissuade Kahn and his publisher
from releasing the book, but that legal action to prevent publication should not be
attempted.! It is unknown why legal measures were not part of the recommendation
issued by the reviewing committee. One can hypothesize that should news of a legal
proceeding against a journalist make the headlines, there would be uproar in defense
of the constitutionally protected right to freedom of speech, as well as undesired
publicity being directed towards Fort Meade and Kahn’s book. Bamford notes the
USIB also intended to engage with the director of the CIA, Allen Dulles, to under-
stand how they may be able to help, though it is unknown if the request resulted in
any actions from Langley.

In March 1966, Macmillan, acting without Kahn’s consent, submitted 7The
Codebreakers manuscript to the Pentagon.!* It is unknown if they were acting solely
under their own initiative, or whether external forces influenced their action. Shortly
after submitting Kahn’s The Codebreakers to the Pentagon, Macmillan’s chairman,
Lee C. Deighton, received a letter from the Department of Defense informing him
they “deplored” the manuscript, and that “it would not be in the national interest to
publish the book.”"> The DoD had given the manuscript to NSA, who subsequently
sent it to the USIB for review. The government informed Macmillan that if they pro-
ceeded with publication, significant national interest omissions would be required.!

For a month Macmillan did not respond. NSA Director General Marshall S.
Carter was dispatched to make a personal appeal to Deighton. On 22 July 1966,
Carter donned a suit and caught a flight to New York.!” It was a risky move. If the
media were alerted to the NSA’s attempt to censor a publishing house, the agency
could be front-page news, and may even end up summoned to congressional hear-
ings—discretion was paramount. As such, Deighton was unaware of the purpose
of the scheduled meeting, or of Carter’s affiliation beyond the Pentagon.’® The
Macmillan chairman was surprised to learn Carter worked for the NSA. At Carter’s
request, Deighton agreed not to document their meeting.!” Carter was informed
Kahn’s contract with Macmillan meant no manuscript changes could be made with-
out the author’s consent. Nevertheless, Carter attacked Kahn’s credentials:

I pointed out that Kahn’s reputation as a cryptologist was suspect; that he was an ama-
teur; that he had never been employed by the government; that, fortunately, there were
enough errors in the book to denigrate the substantive documentation of cryptology in
the eyes of the community...that the book...was sufficiently wrong in sufficient areas
to depreciate its validity as the final anthology of cryptology.?

Despite Carter’s attack on Kahn, Deighton was sympathetic to the national secu-
rity arguments and agreed to engage with Kahn on the topic. By now, the NSA

13 Ibid, 169. 17 Ibid, 170-171.
14 Tbid. 18 Ibid, 171.
15 Ibid, 170. 19 Ibid.

¢ Ibid, 171. 20 Tbid.
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had accepted they would not be able to prevent publication of the book, nor have
the chapter on their agency omitted. Their revised objective was to remove men-
tion of the NSA’s close cooperation with their British equivalent, the Government
Communications Headquarters (GCHQ). In the United Kingdom, GCHQ were also
applying pressure on the UK office of Macmillan. The content NSA insisted be
removed consisted of a mere three paragraphs, given that they initially sought to
have the entire book permanently disappear into Deighton’s draw, it was a relatively
small request; Kahn reluctantly agreed.?! However, the NSA did not notice the ref-
erences to the GCHQ source material were located at the back of Kahn’s book—it
would be possible for any reader to look up the referenced material and acquire the
same information.??

After publication, The Codebreakers was lauded a success; a New York Times
reviewer wrote, “Mr Kahn has presented the specialist and the general public with a
lavishly comprehensive introduction to cryptography.”?* The Washington Post was
even more profuse in its praise, stating The Codebreakers “replaces everything else
written on the subject,” and the reviewer wrote that the book was “astounding in
its scholarship,” adding, “Kahn has told the story with economy, lucidity, and vast
excitement...a tour de force, he renders comprehensible to the layman something
that, by definition, was designed to be impenetrable.”?* Selling 75,000 copies in
hardback, The Codebreakers became a best seller, and even became a nominee for
the 1968 general non-fiction Pulitzer prize.? It was considered the seminal work in
its field for a generation of cryptologists.

4.2 AN ENIGMATIC GERMAN: HORST
FEISTEL AND DIGITAL DOSSIERS

Martin Hellman, reflecting on how he became interested in cryptography, cites that
as well as hearing David Kahn speak, another key influence was his proximity to
cryptologist Horst Feistel at IBM, who he notes was “widely regarded as the father
of IBM’s cryptographic research effort.”?® Feistel’s labors set the foundation upon
which the pioneers of digital cryptography built.

In 1973 Feistel wrote an influential Scientific American article in which he
warned, “computers now constitute, or will soon constitute, a dangerous threat to
individual privacy...it will soon be feasible to compile dossiers in depth on an entire
citizenry.”?’

Feistel was born in Germany in 1914.28 With Hitler poised to enact military con-
scription, Feistel traveled to Zurich to visit his aunt; he never returned.? Upon com-
pleting his studies, Feistel moved to the United States.* Just before he was to become

21 Ibid, 172. 26 Hellman and McGraw, 2016.
22 Tbid, 171-173. 7 Feistel, 1973, 15.
2 Davis, 1968. 28 Diffie and Landau, 1998, Chapter 2.

%)

24 Friendly, 1967. ® Levy, 2001, The Standard, Chapter 3.
23 Macpherson, 1978; Hastedt, 2011, 430. 30 Tbid.
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a US citizen, Japanese warplanes devastated Pearl Harbor.3! America was at war. As
a German, Feistel’s movements were restricted to Boston.?? In January 1944, his luck
changed. Feistel was granted both citizenship and security clearance to work at the
US Air Force’s highly secretive Cambridge Research Center (CRC).?

Feistel declared his interest in cryptology on arriving at the CRC, but was warned
a German-born man should not be talking about such a subject whilst America was
at war with the Nazis.3* It must have been a challenge for Feistel to desist from cryp-
tographic work—it had consumed him since his teenage years. Diffie reflected years
later, “you think I'm single minded...he [Feistel] basically worked on cryptographys;
he wouldn’t work on anything but cryptography his whole life,” and Feistel had a
“nut passion for the subject.”®

By the early Cold War years, Feistel had returned to his passion, having maneu-
vered himself to head a cryptographic research group at the CRC. When Feistel
discovered a project designed to allow allied fighter planes to identify one another—
the “Identify Friend or Foe” project—was about to enter service absent of suitable
cryptographic defenses to prevent an enemy manipulating or emulating such signals,
he intervened. Feistel’s team of mathematicians worked with outside academic con-
sultants in order to find and fix a number of vulnerabilities; his group subsequently
developed the first practical block ciphers (ciphers that encrypt a block of data, rather
than one bit at a time [stream cipher]).3

According to Diffie and Susan Landau, the CRC maintained close contact with
the NSA, noting the agency seems “to have exerted a profound influence on crypto-
graphic design in that organization [IBM],” they also comment the “NSA appears
eventually to have succeeded in shutting down the Air Force work.” By the late
1950s, the cryptologic effort at Cambridge was over.?’

Whilst there is no evidence to support Diffie and Landau’s claim that the NSA
was responsible for shutting the program down, it would be consistent with Fort
Meade believing cryptology belonged solely to the US government and to their
agency. The NSA likely understood complete hegemony over cryptology was the
only way to ensure tight control over the distribution of encryption algorithms, and
that any approved for public use were not beyond their means to break.

With the CRC’s cryptographic programs shut down, Feistel headed to Mitre, a
defense organization with a large number of military contracts, to attempt to catalyze
their cryptographic research program; however, his attempts failed.’® Feistel told Diffie
he “got squeezed out of doing cryptographic research,” citing additional conversations
with Mitre employees; Diffie notes, “he [Feistel] was forced to abandon the project
as a result of what was perceived at Mitre as NSA pressure.”* Given Diffie himself
had worked at Mitre, it is likely his sources were reliable. It is unknown if this was an
attempt by the NSA to curtail research efforts being incubated in the private sector. If

31 Tbid. 36 Diffie and Landau, 1998, 65.

32 TIbid. 37 Tbid.

3 Ibid. 3% Hellman and McGraw, 2016.

34 Diffie and Landau, 1998, 65. 3 Ibid; Diffie and Landau, 1998, 65.

3 Plutte, 2011, 15.
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businesses were to develop encryption products, even if they were at first used exclu-
sively for US military applications, an appetite for return on research investment would
result in the desire to sell their products as widely as possible, including to other coun-
tries. The NSA certainly did not want their enemies to possess encryption beyond their
means to decipher, and even their allies receiving encryption capabilities may have been
deemed undesirable as today’s friend can become tomorrow’s enemy.

Feistel’s next destination was the dominant computer power of its age: IBM. Feistel
joined the Computer Science Department at IBM’s Thomas J. Watson research cen-
ter in Yorktown Heights, New York in 1968.4° Yorktown was, in Diffie’s words, “a
good bit more independent of the government,” which allowed Feistel to return to his
cryptographic pursuits.*!

IBM used its vast wealth to create a bastion of intellectual power with a relaxed
culture; Alan Konheim, who became Feistel’s boss in 1971, recalls Feistel worked
only between the hours of seven and eleven in the morning, but it was accepted as he
produced quality research.* A great degree of freedom was granted to employees of
IBM’s research division, “If they hired you at Yorktown, you’d do what you wanted,
as long as you did something,” Konheim writes, “and Feistel did something—he
formalized his idea for a cryptosystem.”

It was whilst working at IBM Feistel wrote his 1973 Scientific American article
“Cryptography and Computer Privacy”** In the article, Feistel expressed his concerns
about the imminent consequences of the technological revolution: the creation of dossiers
on every citizen. Previously, Feistel explained, “the material for such dossiers was scat-
tered in many separate locations under widely diverse jurisdictions,” but that was rapidly
changing.® Feistel’s solution was to adapt a computer to “guard its contents from every-
one but the authorized individuals by enciphering the material in forms highly resistant
to cipher-breaking.® Feistel observes that whilst diplomats and soldiers had traditionally
required encryption, it had not been a public concern for the typical individual with the
exception of “lovers and thieves,” who “solved their requirements for communications
privacy as best they could.”™” But the technological age was dawning, encryption was
now required to protect the average individual, and finally, Feistel found himself in an
organization with commercial drivers correlating to his moral imperatives. Feistel cre-
ated an encryption algorithm: Demon.

4.3 THE DEMON RE-CHRISTENED

In 1968, IBM CEO Thomas J. Watson Jr. addressed the Commonwealth Club of
California:

I believe we in the industry must continue to improve existing technological safeguards
which limit access to information stored in electronic systems...we must offer to share

40 Konheim, 2015, 27. 44 Feistel, 1973.
41 Plutte, 2011. 4 Ibid, 15.
4 Levy, 2001, The Standard, Chapter 2. 46 Ibid.

4 Ibid. 47 Tbid.
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every bit of specialized knowledge...in a determination to help secure progress and
privacy.*8

For commercial reasons, IBM needed to maintain the confidentiality of sensitive cli-
ent data, as well as the public’s trust that privacy was not being sacrificed for moder-
nity. Horst Feistel had been installed as head of cryptographic research within IBM’s
computer sciences division to fulfill the promise of Watson’s words.** Konheim
recalls their algorithm was initially to be called DEMONSTRATION; however,
the programming language®® with which Feistel was working did not permit that
many characters, so the name was truncated to DEMON.>! A colleague would later
suggest Lucifer as an alternative, probably due to the cryptographic pun—Feistel
concurred.>

As Feistel labored away on Lucifer, an immediate business application was devel-
oping in IBM’s product division. In 1966, IBM were contracted to build a cash issuing
terminal for Lloyds Banking Group; it would be designated IBM 2984, and became
a component of the first automatic teller machine (ATM).>* Security was paramount
for such technology. Should an attacker be able to read the communications between
the bank’s mainframe and the ATM, they would gain access to sensitive information
about who was withdrawing money, and even the balances of their bank accounts.
But perhaps more seriously, if one could intercept the telemetry between the bank and
the ATM, they could potentially decode the communication protocols and manipu-
late the bank’s instructions to the ATM, causing money—around fifty thousand US
dollars per machine—to spill into the hands of awaiting criminals.>* Project leader
Walter Tuchman and his team proved such an attack was feasible when on one rainy
Sunday evening they managed to empty a hundred ATMs in London of millions of
pounds by masquerading as the host and sending false “give him cash” messages to
the ATMs.> Tuchman subsequently highlighted what he believed the most severe
threat of what became known as a “jackpot” attack happening, in order to convey the
severity of the threat to his bosses: “We conjured up a building wired with a LAN,>®
and a disgruntled employee in the basement office.”S’ With the criminal world yet to
transition to the online realm, insider threats were Tuchman’s prime concern.

As a corporate titan, IBM was rich enough to absorb the losses from a single, or
even a series of ATMs being looted. However, an undermining of confidence in their
new technology would have a more toxic effect. Not only would the prospect of a
global dispersion of IBM-produced ATMs be lost, but so too would the public’s faith
in technology companies protecting their privacy.

4 IBM, no date. 3 Ibid, 227.

4 Ibid. % Local Area Network, typically a business’
30 Advanced Programming Language (APL). corporate network located within their office,
51 Konheim, 2015, 15. though may also be a home user’s network
32 Ibid. with the central component being the Internet
53 Ibid, 16. router.

54 Tuchman, 1998, 276. 57 Tuchman, 1998, 276.
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Tuchman looked to Feistel’s cryptographic research group, and Lucifer, to secure
the ATM’s communications.’® Feistel’s team completed work and integrated Lucifer
into Lloyds’ ATMs in 1971.% Buoyed by Feistel’s success, IBM seemed poised to
fully commercialize Lucifer; Walter Tuchman was positioned to lead their data secu-
rity group and transfer IBM’s aspiration to implementation.®® Tuchman’s team real-
ized Lucifer needed further refinement before it was ready for the mass market, and
went about applying the revisions.®!

On 30 June 1971, IBM filed a patent request for Feistel’s 128-bit Lucifer cipher,
entitled the “Block Cipher Cryptographic System.” Before an organization can apply
for a foreign patent in the US, they must first seek a domestic one. The application
is filed with the US Patent and Trademark Office, who then consult with federal
agencies to determine whether the subject of the request may pose a risk to national
security; if so, it may be classified under the Invention Secrecy Act of 1951. IBM’s
patent request took until October 1973 to complete, at which point a secrecy order
was placed over Feistel’s creation—Konheim believed this was ordered by the NSA.
However, with a number of papers being published, including Feistel’s article in
Scientific American, Konheim states Feistel had let the “cat out of the bag describing
the innards of...Lucifer...the secrecy order seemed ludicrous.” Despite the govern-
ment’s continuing push to restrict the information, the secrecy order was lifted in
November 1973, allowing the patent to be issued the following March.%?

4.4 SEEKING A DATA ENCRYPTION STANDARD

On 15 March 1973, the government solicited candidates for the first Data Encryption
Standard (DES).®* Two drivers caused the government to seek a standard to protect
their non-classified, yet sensitive data. The first was the Brooks Act of 1965, which
instructed the National Bureau of Standards (NBS)® to create standards to govern
the procurement and use of the federal government’s computers. The second driver
was the growing pressure to secure data the government held on its citizens; this
requirement resulted in the Privacy Act of 1974.9 After passage of the Brooks Act,
NBS’ Ruth Davis started investigating whether the transactions of non-classified
government communications should be encrypted; she assessed they should, and
before issuing a public solicitation, sought the NSA’s assistance in developing a suit-
able encryption algorithm.%

In the early 1970s, NSA’s cryptographic efforts were still analog, developing
hardware-based encryption. Richard “Dickie” George, an NSA mathematician at
the time comments, “The information assurance directorate [at NSA], which had
about 2500 people doing...evaluation of crypto, and implementation of crypto...did
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not own a computer, we were doing the work with paper and pencil.”®” The NSA’s
leadership were not investing in non-hardware encryption. George recounts how in
1973 the information assurance director found him working on a software-based
encryption algorithm, and told George, “don’t spend more than 10% of your time
on that, because we will never run crypto in software, you can’t trust computers.”®’
Despite these limitations, NSA considered themselves the preeminent cryptology
agency; George comments:

What made NSA the leader in cryptography was we had the best problems. We had
the best designers in the world and we were looking at their crypto and trying to find
problems with it—nobody had those problems to work with, that was awesome. We
also had a critical mass of people, we had a thousand mathematicians looking at these
problems and sharing information with each other every day. So the best problems,
and a critical mass of people thinking about them, that’s how you own the space—and
we did own it.®

On receiving NBS’ request to develop the DES, George recalls:

There was a lot of discussion...at all the levels at NSA...a lot of the discussion was
technically could we do it and how would we do it...at the more senior levels the
questions were if we put out an algorithm no-one’s going to use it because they think
it’s going to be hooked [the NSA would have inserted a back door]. If anyone finds an
attack on it they’re going to know we hooked it, even if we didn’t. So this, politically,
is going to be disaster for us no matter what way we go.®

The NSA were also accustomed to a long development cycle. Take, for instance,
the Vincent, a handheld radio with an integrated encryption algorithm that was
developed for military forward observers. The algorithm was designed in 1957 and
then endured twelve years of NSA evaluation and refinement before implementation
approval. The implementation was then scrutinized for a further seven years, with
alarms being built into the device for any conceivable malfunctions.” It was a total
of 19 years before the product was deployed.”! George comments with that heritage,
“when NBS said we’re going to put this out in a year we were nervous that we would
design something and there would be a problem with it. So, the agency said we don’t
want to design the algorithm.””> The NSA’s director told his NBS counterpart that
whilst the agency would not create a DES algorithm, it would evaluate the chosen
algorithm to check for known attacks.”> The NSA director told his team, “I want to
be able to assure the director of...[NBS] that the algorithm is as strong as adver-
tised...if we find anything, we are going to tell them.””> An official NSA history of
the period notes:
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The decision to get involved with NBS was hardly unanimous. From the SIGINT
standpoint, a competent industry standard could spread into undesirable areas, like
Third World government communications, narcotics traffickers, and international
terrorism targets. But NSA had only recently discovered the large-scale pilfering of
information from U.S. government and defense industry telephone communications.
This argued the opposite case—that, as Frank Rowlett [government cryptologist and
Commandant of the National Cryptologic School] had contented since World War 11,
in the long run it was more important to secure one’s own communications that to
exploit those of the enemy.’

The solicitation NBS issued indicated a number of criteria for the DES. Firstly, the
algorithm should not be secret, as had been the case in the past with many encryption
systems; security should rest solely with the encryption key’s secrecy.” Secondly, the
algorithm should be able to withstand a known plaintext attack. In a known plain-
text attack, a cryptanalyst has access to both enciphered communications and their
plaintext decryptions to aid their attempts to identify the key.” This was important
as a key could persist for a long period of time, whilst the associated decryptions
could be either stolen, or exposed in the public domain as part of normal business
operations, such as a press release that is sensitive whilst in draft, but designed to
be disseminated widely once published. Thirdly, the only viable attack against the
algorithm should be an “exhaustion,” or brute-force attack, where every possible key
is tried, and it should be uneconomical to conduct such an attack.”’

The first solicitation in the Federal Register did not go well; only three professors
answered, all of whom wanted money to study the problem rather than having an
available algorithm, so NBS refused their requests.”® The NBS returned to the NSA
asking if they could develop the DES as the private sector was unable to meet the
requirement.”” As the NSA were again debating if they could create such an algo-
rithm, Lucifer’s existence was discovered by NSA’s Deputy Director for Research
and Engineering, Howard Rosenblum.®® This discovery was likely due to the
Inventions Secrecy Order placed upon Lucifer, possibly on the instruction of some-
one within the NSA. George recounts finding out “the main designer [Feistel]...has
worked on crypto with NSA. So, there was a feeling that he actually knew what he
was doing and this might be a decent algorithm.”8! Feistel may have worked with the
NSA whilst at the CRC, though the record on this is unclear. IBM and the NSA had
a close relationship; according to Alan Konheim, “They [NSA employees] came up
every couple of months to find out what IBM was doing.”’8? In addition, IBM’s Chief
Scientist, Lewis Branscombe was previously head of the NBS.#* Given the close
links, the NBS’ Dr. Denny Branstad made a direct request to Tuchman for IBM to
submit Lucifer as a candidate algorithm.34
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A meeting was convened to discuss the NBS request at IBM’s New York head-
quarters. Lucifer was the subject of vast hours of design and refinement. Submitting
it as a candidate would mean sacrificing their patent, allowing other companies to
utilize the algorithm, and would significantly diminish IBM’s return on investment.
IBM would still have the secrets of how to implement and optimize the algorithm on
a chip, and the ability to exploit its existing customer base, but the vast returns that
could have resulted from having one of the only viable commercial ciphers would no
longer be achievable. Paul Rizzo, second-in-command at IBM listened with fellow
executives Bob Evans and Branscomb as Tuchman pleaded with them to keep Lucifer
proprietary.®> Tuchman later reflected he was a “running dog, capitalist warmonger,”
as he argued Lucifer was the best on the market and would deliver IBM’s competi-
tive advantage for years to come.? Tuchman later wrote Rizzo’s response was both
poignant and memorable, “If G.M. [General Motors] had perfected a new superior
seatbelt, I am sure they would share it with their competitors rather than use it for
commercial advantage.”®” The decision was taken to submit the algorithm to NBS.
Tuchman drove back to his Kingston lab reflecting he had never been more proud
of IBM; he noted his warmongering capitalist mentality was permanently eroded.3®

With IBM on board, NBS needed to demonstrate due diligence on whether other
candidate algorithms may yet emerge, therefore a second DES solicitation was
conducted. Three responses were received: one from another professor requesting
money to study the problem, another from a commercial company who had an algo-
rithm, but wanted to keep it proprietary which would prevent public examination
of the algorithm, and Lucifer.® Lucifer was selected to become the DES candidate.
NSA analysis of Lucifer commenced.”*! A number of IBM employees were given
security clearances enabling them to ask of the NSA any question regarding Lucifer,
and the latter were under orders by their directors to answer truthfully; George com-
ments that the NSA “worked pretty closely with IBM to make sure what they were
turning in was correct.”* An NSA team was set up to evaluate DES, shortly after-
ward a shadow evaluation team was established to evaluate the first team’s work
without their knowledge, in turn a second shadow team was assembled to evaluate
the first shadow team’s work.”> George comments, “I don’t know how many teams
were involved in watching those teams, but it seems like everyone was involved and
nobody knew it...it was a crazy system.”®?

The Data Encryption Standard uses the Data Encryption Algorithm (Lucifer), a
block cipher that encrypts 64-bit blocks at a time. Lucifer is a symmetric algorithm;
the same key both encrypts and decrypts the data (as opposed to an asymmetric/
public key algorithm, where two separate, but mathematically related, keys encrypt
and decrypt data). Whilst the key is expressed as a 64-bit variable, every eighth bit
is for parity, designed to ensure the key is free of errors, producing an effective key
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size of 56 bits. Whilst the difference of 8 bits may seem minor, the difference of
each additional bit in a key size doubles the strength of the key, therefore a 64-bit key
is vastly superior to a 56-bit key. The use of this parity bit would later come under
significant public scrutiny.

The algorithm uses a combination of two basic cryptographic principles, as defined
by Claude Shannon in his seminal paper A Mathematical Theory of Communication
published in 1948. Confusion obscures the relationship between the cipher text and
the original plain text, with the idea that if even a single bit of the input is changed
it should affect much, if not all, of the output cipher text, thus making it hard to
analyze. Diffusion is the property of statistical redundancy in the plaintext outputs,
preventing analysis methods based on techniques such as frequency analysis (where
certain letters will occur more frequently in the language under investigation, such
as “E” in English). The easiest way to cause diffusion is through transposition (also
known as permutation) which rearranges the letters of the plaintext.”* DES uses sub-
stitution boxes (S-Boxes) to employ the principles of confusion and diffusion in order
to subject the plain-text to sixteen iterations (or rounds) of mathematical operations
to produce the eventual cipher text.”> The NSA gave IBM eight criteria their S-Boxes
needed to satisfy; however, there was an additional criterion of which IBM were
unaware.”® The secret ninth criterion addressed a classified technique called differ-
ential cryptanalysis, which was the study of the differences changes of inputs make
on the output, with the aim of detecting non-random results which may suggest a
weakness in the algorithm. George comments:

We didn’t think that was going to be a problem [for IBM to meet these criteria] because
we thought it was going to be pretty easy to develop permutations that weren’t subject
to these kind of problems [vulnerability to differential cryptanalysis]. Turned out...it
was really hard, none of the proposed S-Boxes that IBM turned in to us satisfied that
ninth criteria.”’

Therefore, George recounts, “NSA just generated S-Boxes which met all nine crite-
ria, and sent them to IBM telling IBM that these would be the DES S-Boxes.”*® The
public soon became aware of NSA’s intervention, George comments:

word got out that NSA had supplied the S-Boxes and everybody said they’ve hooked it
and a lot of work was done on was this a random set of S-Boxes. All the work said no
it’s not a random set, and it wasn’t as it had to satisfy that ninth criteria. So there was
a tremendous amount of work that was done people trying to figure out what the hook
was, the world didn’t trust it, and that was OK, because it was designed for US com-
mercial interests and they were using it, and it was fine.””

Whilst the NSA may not have wanted DES to be used globally without restrictions on
key size, IBM did want to sell to the worldwide market. As cryptography was classed
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as a munition, Tuchman approached the Commerce Department for DES export per-
mission.'” If IBM were not allowed to export the 56-bit strength DES products there
would be two damaging consequences.'”! Firstly, IBM would have to produce two
versions of all of their products that included cryptography: one for domestic use,
and another, weaker version for foreign consumption. This would greatly increase
the production cost, and could lead to weaker products being used for both domestic
and foreign markets rather than accepting the cost overhead of producing two differ-
ent products. In effect, this meant market forces would cause any export restrictions
to become de facto domestic restrictions. Secondly, IBM would risk losing market
share in the near future as foreign companies recognized and met the accelerating
demand for cryptography.

The NSA informed IBM as multiple components of their algorithm, such as the
S-Boxes, were either reinventions of, or based on NSA’s own classified mathematical
portfolio, the extensive mathematical analysis that went into the design of the algo-
rithm could not be published.'®? It was this constraint that led to much of the subse-
quent controversy, as researchers hypothesized the secrecy surrounding the S-Boxes’
design was due to an NSA-inserted vulnerability which acted as an access method, or
backdoor method, to the algorithm. The design also had to be kept secret as during the
validation of the algorithm IBM had discovered differential cryptanalysis techniques,
Coppersmith states, “After discussions with NSA, it was decided the disclosure of the
design considerations would reveal the technique of differential cryptanalysis... [this]
would weaken the competitive advantage of the United States.”'* The secrecy also cov-
ered the crypt-analytic effort, which IBM claimed amounted to seventeen person years
of effort expended in their internal certification of the algorithm.

The determination of DES’ key size went to the very top of the NSA. The crypt-
analytic team wanted a 16-bit key, George comments, “nobody was going to buy
that, that was a joke,” but what the cryptanalytic team were most concerned with
was they would “teach the world how to make good crypto.”!% To prevent the NSA’s
methods becoming visible in the DES’ design, NSA’s director ordered no changes be
made to DES unless such changes were critical to its security.! 56-, 64-, 80-, and
128-bit key sizes were all under consideration—to understand the key size required
for DES’ security responsibilities, the director consulted NSA’s Jim Frazer.!”” In the
1950s, Frazer developed the NSA’s version of Moore’s law to predict technological
evolution, though his system was more fine-grained, allowing it to cover numer-
ous important fields within computer science. This allowed the NSA to develop the
appropriate level of security it deemed necessary for government communications
equipment.'® The Director asked Frazer, “how big do I have to make it [the key size]
to be safe into the future?” Frazer replied, “To go out to 1990 you need 56 bits, but
then you’ve got to decertify it in 1990, because in 1991 it’s going to be attackable.”!*
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The director called his NBS counterpart and said, “We want to go 56 bits, it’s going
to give you to the end of 1990,” to which the director of NBS replied, “We’re only
going to use it for 3—4 years, then we’ll replace it with the next version, sure that’s
fine.”"'® So why did the NSA not opt for a bigger size to give increased security?
George comments, “It was 56 bits because we were asked how good does it have to
be? You always want to basically limit it to good enough. If you try to overdesign
something you wind up with it either being used longer than you want or you put
some kind of a problem in because you’ve overdesigned it.”'"! The question of why
the key size was not increased to 64, or even 128, bits would fuel public concerns
that the NSA had calibrated the key size to a strength where they knew they could
exhaustively defeat it for years into the future.

4.5 PUBLIC CRITIQUE

In March 1975, the NBS published details of the proposed DES and requested public
comments. Diffie and Hellman’s response was critical, lamenting the absence of
DES’ supporting technical information, noting the algorithm, “remains obscure to
us.”!2 Hellman had spoken to Feistel directly, but NSA restrictions prevented their
discussion.!?

Diffie and Hellman recognized industry lacked a mature process to certify
cryptographic algorithms past a “continued cryptanalytic assault.”''* Therefore, in
order to prevent the public duplicating IBM’s failed attacks against DES, Diffie and
Hellman requested details of IBM’s testing be made public.!”® Diffie and Hellman
wrote the 56-bit key length also raised concerns:

The key size is at best barely adequate. Even today...defeating the system by exhaus-
tive search would strain, but probably not exceed the budget of a large intelligence
organization. As the feasibility of such a project depends on the cost and speed of
crypto hardware, its future seems bright.!!¢

Diffie and Hellman observed only a small increase in cryptanalytic capabili-
ties could “dramatically improve the cost performance picture,” therefore they
suggested the key size ideally be doubled to prevent any chance of exhaustive
attacks.!” Diffie and Hellman noted 56 bits was a very awkward binary number,
and that 64 bits would be better aligned to computer architectures. Although the
key variable possessed 64 bits, it was “for reasons which are not apparent to us”
that eight of them were reserved for parity checking.!"® Diffie and Hellman esti-
mated it would cost twenty million dollars to build a computer capable of cracking
56-bit DES keys in a day.""” Whilst such a sum was expensive, if used constantly
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over a five-year period, the per-key price would be around ten thousand dollars.'?°
Therefore, if the intelligence gained from the breaking of each key was assessed
to be worth more than ten thousand dollars, it would be an economically viable
investment. The only entities likely to require cryptanalysis on such scale were
intelligence and law enforcement agencies. Diffie and Hellman estimated with a
64-bit key the cost of such a machine would be five-billion dollars, with a per-key
price of two-and-a-half million dollars; “such costs appear to outstrip even the
intelligence agencies,” the pair commented.?!

Diffie and Hellman also highlighted the S-Boxes retained traits that were “sur-
prisingly similar to a type that can be used to build a trapdoor into the system.”!?
However, their findings were ultimately inconclusive: “Structures have been found
in DES that were undoubtedly inserted to strengthen the system against certain
types of attack. Structures have also been found that appear to weaken the sys-
tem.”!?3 Diffie and Hellman conceded their analysis was preliminary with only ten-
person weeks of effort, and without full knowledge of the system it was unknown
whether such structures were the result of their misanalysis, poor IBM practices,
or NSA subterfuge.?* The authors concluded, “An explanation and further study
are needed before trust can be placed in DES. This need is enhanced because NSA
does not want a genuinely strong system to frustrate its cryptanalytic intelligence
operations.”!?

In January 1976 NBS’ Seymour Jeffery replied telling Diffie and Hellman DES
met NBS’ design criteria.'?® Regarding the eight-bit parity check, Jeffery offered a
response that provided no further insights, “Each eight-bit byte of key has a parity bit
for...checking the accuracy of the key before transmission of data.”'?’” With regards
to Diffie and Hellman’s computations on the amount of time and expense it would
take to break DES keys, Jeffery wrote, “we feel that your assumptions and computed
costs are inaccurate.”'?® NBS estimated it would take 91 years to break each key
rather than Diffie and Hellman’s twenty-four hours, though Jeffery was quick to
divert from the topic, “Rather than argue the relative accuracy of our assumptions,
you must place the algorithm in its proper perspective.”'?® The proper perspective
for the NBS being that DES was better than nothing, which is what non-classified
government systems operated with at the time of writing, “I think that you will
agree,” wrote Jeffery, “that this algorithm provides a significant level of protection...
even against professional codebreakers.”’*? In some ways, 91 years was an improve-
ment—in March 1975, NBS’ Ruth Davis estimated it would take two-thousand years
for an exhaustive search against DES."3!

Hellman’s letter of January 20, 1977 reveals Jeffery’s response had exhausted his
patience:
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[ am getting an increasing feeling of duplicity on the part of NBS/NSA...I believe that
the 56 bit key was chosen...to make the standard vulnerable to attack by NSA and
that...IBM was influenced in its design to produce this effect.'*?

Hellman argues an intelligence agency under military command should not be tak-
ing a decision so important to the balance of power between government and citizen:

While I am sure that NSA was motivated by its legitimate concern with foreign com-
munications intelligence, if it is able to break the standard [DES] it also has the ability
to obtain domestic intelligence. There is a tradeoff here between NSA’s need and those
of the public, and I do not think NSA should be the one to make the decision as to
where the balance should lie.!3?

Hellman acknowledged that whilst his exhaustive search estimates may not be
precisely accurate, it was impossible to reconcile his calculations with the NBS’
ninety-one years. However, Hellman argues any errors would be offset by the rap-
idly decreasing cost of computation in just a few years’ time. Despite the fact that
Hellman learned of NBS’ intent to change the DES before it became obsolete, he
believed a legacy problem would remain, as all of the data encrypted today needs
to remain secure for a ten to twenty-five-year period. Changing the standard within
such a short period of its launch would be expensive, inconvenient and, “unwar-
ranted since a totally adequate standard is certainly possible at this time.” Hellman
closed the letter by strongly urging the NBS, “to reconsider the implications of the
course of action you are currently pursuing. Very important national goals are at
stake, and an unbiased assessment is needed.”

Hellman took his objections to the Commerce Department, NBS’ parent orga-
nization. Writing to Commerce Secretary Elliot Richardson on 23 February 1976,
Hellman stated:

I am very worried that the NSA has surreptitiously influenced the NBS in a way which
seriously limits the value of a proposed standard, and which may pose a threat to indi-
vidual privacy.!3

Hellman informed Richardson he was convinced the NSA interfered with the selec-
tion process to ensure they could break DES, resulting in the capability for the agency
to “delve [into decrypted DES communications], almost at will, and undetected, into
the supposedly private files of other agencies.” In ten years, Hellman explained, due
to computational advances, “the proposed standard will be breakable by almost any
organization.” Hellman concluded:

I am now convinced that the NBS group involved is too closely connected to
NSA...I thought it best to write directly to you, informing you of interference in your
department.'®
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A month elapsed before Hellman received a reply, but it was not from Richardson
but acting NBS director Ernest Ambler.!*¢ Ambler stated the NSA were involved in
assessing the DES as they were the “only organization...having both the expertise
and facilities to evaluate encryption algorithms.”'3” Turning to the accusations of
an NSA backdoor, Ambler pointed to Executive Order 11905, which articulated the
functions and responsibilities of the agency and specified restrictions on collection
activity against US citizens.

In 1976, NBS and NSA representatives visited Diffie and Hellman at Stanford in
an attempt to allay their concerns.!*® Douglas L. Hogan represented the NSA. Dennis
Branstad attended on behalf of NBS, accompanied by Arthur J. Levenson, a former
NSA codebreaker who served with Alan Turing at Bletchley Park, and was consult-
ing for NBS on the DES.!3%140

The meeting began in a friendly manner as the NSA delegation agreed to have the
meeting’s audio recorded one of the attendees joked, “It’s appropriate they approve
their own wiretapping.” Hellman expressed his frustration it was not possible to get
Feistel to give an unrestricted opinion on DES, and specifically to address the fact
an algorithm initially designed to work with a 128-bit key, was now being proposed
with a 56-bit key.'*!

A principal point of contention was the period for which DES must protect data.
Diffie and Hellman contested it should be at least twenty-five years. When asked
whether DES would provide that level of protection Levenson argued, “I don’t know
what’s going to be here 25 years from now, so I don’t know.” Levenson also chal-
lenged Diffie and Hellman’s expectation: “I don’t know of any unclassified data that
requires that kind of protection.” Diffie argued census data must be kept secret by
law for a century. Levenson replied, “That’s actually not your business, it’s not my
business, it’s really [up to] the director of the Census Bureau.” Branstad stated they
believed the DES would be secure for a decade but said, “I’'m not willing to say about
anything that it’ll be secure in 25 years. I don’t think anybody who says he does
knows what he’s talking about.”'#?

The NSA representatives revealed their threat assessments extended to 1990.
They also considered alternate methods of acquiring the data such as breaking into
physical premises, which they believed a more realistic approach for most threat
actors when compared to the cost of constructing Diffie and Hellman’s DES-
cracking machine; the desire was that breaking DES would be, “so expensive that
the person who wishes to attack will go some other way.” Levenson added, “this is
not...intended to be the standard forever...it’s intended for the current threat.”'?

When the conversation moved to what would happen if the NSA had the ability
to listen in to DES-encrypted conversations of domestic citizens, Levenson became
exasperated: “I spent my career there, and I never read anybody’s income tax return.
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I don’t know anybody who did.” Hellman asked what Levenson would do if asked
by the executive to act against a US citizen—Levenson replied, “If the Executive
Branch comes and tells me as civil servant to shoot Marty Hellman, I don’t know
what I'd do.” Another attendee joked, “you would!” to which Levenson replied, “I
don’t know what to say to that. When you’re asked to do something, that becomes an
existential question.”'** Hellman directly asked if the NSA would have the capability
to break DES in the next decade, Levenson replied with a partial answer, “Today it
[the capability] is not available to us.”'* Levenson’s statement would have been taken
with a healthy dose of skepticism—any such capability was likely classified.

The meeting was cordial, but both parties left without resolution.

At first, the dissenters had tried to engage with the NBS to effect change. Hellman
recalls, “we were naive enough to think they actually wanted comments on it. We
didn’t realize...that once something’s...a proposed standard, it’s really a de facto
standard.”*¢ Hellman recounts DES’ opponents eventually understood they were
in a political, rather than a technical fight leading them to, “fight it as a political
fight,”—they engaged the media—"“we got David Kahn to write an op-ed in the New
York Times,” Hellman recalls.!#’

Kahn’s article appeared in the New York Times in April 1976. Writing of the data
which could be gained by exploiting DES, Kahn wrote the government, “would gain
this information at the expense of American privacy.”*® As to trusting in the restraint
of the federal government, Kahn commented, “recent history has shown how often
an agency exercises a power simply because it has it.”¥* Kahn addresses whether
such a sacrifice of privacy for intelligence and security gain was prudent by invoking
a biblical reference, “For what shall it profit a man, if he shall gain the whole world
and lose his own soul?”'>° Several years later, Kahn later wrote DES was:

in fact, so good that a miniature debate seems to have broken out in secret between the
two halves of the National Security Agency...The codebreaking side wanted to make
sure that the cipher was weak enough for the NSA to solve it when used by foreign
nations and companies. The code-making side wanted any cipher it was certifying
for use by Americans to be truly good. The upshot was a bureaucratic compromise.
Part of the “S-boxes” that performed a substitution—was strengthened...the key...was
weakened.!!

An article by Gina Bari Kolata in the July 1977 issue of Science devoted three pages
to scrutinizing DES.!5? Kolata wrote, “some critics suspect that this coding system
was carefully designed to be just secure enough so that corporate spies outside the
government could not break a user’s code and just vulnerable enough so that the NSA
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could break it.”153 Kolata highlighted concerns over a number of members within the
NBS who were former NSA staff.’>* These included Dennis Branstad, who was lead-
ing NBS’ computer security project, and NBS consultant Arthur Levenson.!* Kolata
also highlighted that Louis Branscomb of IBM formerly led NBS.!>¢ However, given
the specialty of the encryption and information security fields during this period,
cross-contamination of staff is unsurprising.

With a similar level of confidence to Kahn, James Bamford wrote in his 1982
The Puzzle Palace that, “as a result of close-door negotiations with officials of the
NSA, IBM agreed to reduce the size of its key from 128 bits to 56 bits.”'5” Neither
Bamford nor Kahn detailed how they reached their assessments. However, given the
esteem with which both figures were held by the academic community, it is likely
their statements were considered reliable by their contemporaries, thus reinforcing
perceptions of the government as being intent on exploiting the digital age to further
concentrate its power. Tuchman refuted the accusations on behalf of IBM, writing in
Science in September 1977:

it is difficult to present a restrained response to allegations by critics that my col-
leagues and I were involved with the NSA and National Bureau of Standards (NBS)
in designing “trapdoors” so that only a select few would know how to break the DES
algorithm...The essence of the algorithm, including the “S-boxes” was totally the
work of myself and my colleagues at IBM...Our involvement with NSA was limited to
obtaining permission to export computer equipment incorporating DES.!5

Clearly the information on the S-Boxes was false as NSA have since acknowledged
they were the authors. It is unknown whether Tuchman made this statement indepen-
dently or at the NSA’s behest, or if there were some reason he was not aware of NSA’s
hand in the S-Box production, though this seems unlikely given his prominent role
in DES project. Tuchman stated that even if IBM released the full DES designs, their
critics could argue they did not release all of the relevant data, something IBM would
not be able to empirically disprove.'” Tuchman suggested, “the only catharsis for
the doubters is to...seek a mathematical procedure that can solve for the key...in my
opinion they will fail...as have all previous attempts.”'®® Tuchman recalls how his
“saintly, but unworldly” mother, who, reflecting the public perception instilled by the
media coverage, “was worried about my involvement and thought I should leave IBM
and stop hanging around with ‘those bad people.””'¢! With some difficulty, Tuchman
reassured her that, “notwithstanding Watergate, my IBM and government colleagues
were on the side of the angels.”'®> Hellman replied to Tuchman via the letters section
of Science magazine in October 1977, “IBM seems to distinguish between the choice
of a key size for the DES and the design of the algorithm itself,” he wrote. “In this
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parlance, Tuchman does not contradict Kolata’s article when he says that ‘In no way
did NSA affect the design of the algorithm.””'%* Hellman notes it is “known that NSA
would not allow...a larger key to be exported,” and whilst he was sympathetic to the
“dilemma in which IBM finds itself—caught between the NSA and the public,” the
ambiguity of who determined the key size and algorithm was putting IBM at risk as
they were carrying full commercial accountability of the encryption being broken.!¢*

At IBM, Tuchman and Carl Meyer had experimented with key exhaustion tech-
niques on high-speed computers and convinced themselves a 56-bit key size was
more than sufficient to discourage commercial attackers.!®> Tuchman reflects IBM
were aiming to achieve the same security: “locked desk draws, locked doors on com-
puter rooms, and well-behaved employees, provided.”!® With regard to the insertion
of a backdoor, the principal challenge of writing such code is to ensure it can exist
without detection by either those auditing the code, or by third parties hoping to
access the backdoor for their own advantage. When IBM were first accused of insert-
ing a backdoor Walter Tuchman had no idea how such a feat would be technically
possible, he spoke to his team of mathematicians who were equally oblivious to any
techniques that could enable a concealed access method capable of evading auditors
and third parties.'®” Tuchman also challenged the logic of a fifty-billion-dollar-a-year
company would risk “enormous lawsuits and the possibility of ruining its reputation
by trying to fool the professional public with a hidden trapdoor”; he further reflected
to build such a backdoor would be “damned immoral.”'%® Tuchman comments:

We were convinced that 56 bits were OK for commercial cryptography. We also knew
that if you ran DES three times with two different keys, the key lengths would go to
112 bits, requiring astronomical resources for key searches. Therefore, we felt the key
size controversy was not real.'®”

4.6 THE WORKSHOPS: GOVERNMENT ATTEMPTS
TO EASE PUBLIC DES CONCERNS

Given the high level of interest, and growing controversy of DES, the NBS held two
workshops in late 1976 to try and alleviate the increasingly vocal opposition among
the academic community. Twenty participants from industry and government assem-
bled for a workshop at NBS’ headquarters on 30 and 31 August 1976."7° Among the
attendees from NBS were Dennis Branstad, Seymour Jeffery, and Dana Grub. Diffie
traveled from the West Coast to attend.

In order to ascertain the feasibility of a key exhaustion attack, the workshop
explored the pace of technical progress required to build a machine capable of such
an attack in a time period which would make it a prudent investment. After several

163 Hellman, 1977, 8. 167 Tbid.

164 Tbid. 168 Tbid.

165 Tuchman, 1998, 279. 169 Tuchman, 1998, 280.

166 Thid. 170 National Bureau of Standards, 1976, iii.



Crypto War | (1966-1981) 91

speakers presented on the predicted evolution of the individual components required
to build a DES-cracking machine, Diffie provided an overview of his and Hellman’s
assessment that a twenty-million-dollar machine capable of locating DES keys
within twenty-four hours, at a per-key cost of ten thousand dollars, could be manu-
factured. Within ten years, Diffie and Hellman assessed the diminishing cost of
computing could reduce the cost per key to fifty dollars. Diffie believed NSA could
build such a machine covertly. Durrell Hillis of Motorola argued only RCA could
provide the million chips required for Diffie and Hellman’s parallel processing DES-
breaker, and it would take one to two years to fabricate with such a large production
capability unlikely available until 1981.1"!

The workshop then divided into two groups, one instructed to hypothesize design,
speed and costs of a DES cracker, and the other group to focus on the implications
of technology evolutions on the ability to construct such a machine.'”?> The key size
concerns were not shared by all the attendees; Robert Morris of AT&T commented,
“I don’t feel that the key size is as bad as it sounds.”'”* A number of different archi-
tectures for the DES cracker were outlined, some involved adapting existing super-
computers, others building the machine from scratch. It was collectively assessed
that Hellman and Diffie’s million-chip parallel processing DES cracker would take
three-hundred person years to build, cost seventy-two million dollars, and could not
be completed until 1990—even then, the group only judged it as a ten to twenty per-
cent chance this could be achieved."”* Tuchman assessed building a DES-cracking
machine “would result in a cost to the manufacturer an order of magnitude larger
than the twenty million dollar[s].”'7?

Attention turned to the S-boxes. Tuchman reiterated, “IBM has been requested
by the NSA not to divulge these principles.”'”® John Scantlin, of Lexar corporation
commented, “We are disturbed by the potential the S-boxes possess for conceal-
ing a trapdoor and the more we carry forward our own analysis, the more uneasy
we become.”!”” Scantlin added his voice to calls for an objective assessment of the
algorithm to ascertain its strength.'”® Morris commented, “I am shocked by the reluc-
tance to talk about the design of the S-boxes. . .this information should be released.”'”
Another delegate commented whilst he found no weaknesses in the S-Boxes, they
were of a similar structure to that of a trapdoor.'®® Exacerbating the frustration was
the response reportedly given by an unnamed IBM employee when asked for proof
of the S-Boxes’ security; ““You must trust us,” the employee allegedly said, “we are
all good boy scouts.”’8! During a discussion of the various attacks that could be
attempted against DES, Walter Tuchman started to lose his patience: “In fact we
tried a lot of things for a long time, until we were collectively frustrated. I wish you
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all would work on this problem until you shared our frustration. Get all this out of
your system.” 82

Despite the government and IBM’s engagement, Diffie and Hellman’s fears were
not allayed.

4.7 SENATE DES INVESTIGATION

The public exposure to potential NSA subversion of the DES resulted in the US
Senate Select Committee on Intelligence ordering an investigation in 1977.133 The
following year an unclassified summary of their report was released.!

Regarding the 56 bit DES key length, the report found, “NSA convinced IBM
that a reduced key size was sufficient,” though the report does not refer to whether
the reduced key size was instead of 64 or 128 bits; however, IBM concurred the “key
size was more than adequate for all commercial applications for which the DES was
intended.” The authors found the NSA “indirectly assisted in the development of the
S-box structures,” before certifying DES was “to the best of their knowledge, free of
any statistical or mathematical weaknesses.” The report stated, “IBM invented and
designed the algorithm [and] made all pertinent decisions.” Directly addressing the
claims that NSA employees introduced a backdoor within the S-Boxes, the authors
wrote, “NSA did not tamper with the design of the algorithm in any way.”'85 We
now know this statement was incorrect—the S-Boxes were of NSA design—though
introduced to strengthen the algorithm rather than provide a backdoor. This raises
a question of whether the NSA or IBM misled Congress. However, the language
“tamper with” is also quite ambiguous, would Congress have considered the S-Box
insertion as “tampering,” if not, then this could explain their statement not account-
ing for the NSA S-Box insertion.

With regards to the ramifications of a shortened key length, the committee
acknowledged they were “in no position to settle scientific argument regarding the
exhaustion time”; however, “the overwhelming majority of scientists consulted felt
that the security afforded by the DES was more than adequate for at least a 5-10
year time span.” The authors also highlighted the NSA’s recommendation that the
Federal Reserve Board use DES in funds transfer systems, the inference being such
arecommendation would not be made if the NSA believed the algorithm insecure.!3

4.8 THE 1990S: CYPHERPUNKS PLOT DES’ DEMISE

Almost two decades had passed since Diffie and Hellman sat in a Stanford room
arguing with the government over the inadequacy of DES’ key size, and for all
accounts, the algorithm had aged well. After its ratification as a standard in January
1977, other regulatory bodies in the US and worldwide adopted DES as their
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encryption standard of choice; it was believed to be the most widely used encryp-
tion algorithm in the world.'®” IBM’s Alan Konheim later reflected, “Horst Feistel’s
work has unintentionally and vastly complicated today the NSA SIGINT mission.”38
Over the years, research identified several DES weaknesses, but none were practical
to implement, and they resulted in no serious concerns of a more readily applicable
attack than key exhaustion.'®*!% Every five years, the government reaffirmed DES
as their encryption standard of choice. However, DES had only been intended to
last until 1990, its continued existence was possibly the result of the government
wanting to keep DES on life support until their plans for key escrow could come to
fruition. In order to demonstrate to the public DES was past its sell date, and catalyze
the emergence of a stronger algorithm, the cypherpunks would need to demonstrate
DES’ weakness.

In 1993, Michael Wiener, of Bell Northern Research, wrote a paper similar to
Hellman and Diffie’s of almost two decades earlier, detailing a more efficient method
of exhaustively searching the DES key space, and providing detailed plans of how
to construct a machine to execute such a search using custom chips.'”’ Wiener’s
DES cracker could be built for one million dollars, rather than Diffie and Hellman’s
twenty million dollars. With such a machine, it would take an average of three-and-
a-half hours to find the key.'”?> The machine would reduce search time in accordance
with available resources; if an investor spent ten million dollars, the search time was
reduced to just twenty-one minutes.'”3> Wiener concluded, “If it ever was true that
attacking DES was only within the reach of large governments, it is clearly no longer
true.”1%4

The cypherpunks followed developments closely. Reflecting on Wiener’s estimate,
it would only take two minutes for a one-hundred-million-dollar parallel-processing
DES cracker to locate keys; Zimmermann commented, “It is not plausible to me that
NSA’s budget for examining DES-encrypted traffic is less than $100 million. Two
minutes. Damn. Two f**king minutes”; he wrote, “DES is dead, dead, dead.”"®> John
Gilmore posted to the cypherpunks, “Most organizations who would build such a
machine (national governments and other forms of organized crime) have probably
already constructed many similar machines.”"

But Wiener’s paper, as credible as it was, was no more effective in influencing
policy than Diffie and Hellman’s paper had been—it was still theoretical.”’ A few
months later, the US government reaffirmed DES as their encryption standard for
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another five years, even though it was three years into the period in which the NSA
had said where it would be breakable.

Further indications of the insufficiency of DES’ key size occurred in 1996 when a
group of cryptologists including Diffie, Matt Blaze, Ron Rivest, and Michael Wiener
wrote a report to assess a minimum safe key length for symmetric encryption algo-
rithms.'”® The cryptographers wrote to be safe against the cracking capabilities of
governments in 1996, at least 75-bit keys were required; DES’ 56 bits was looking
increasingly anachronistic.!®

One innovation to counter the key-length insufficiency was Triple DES, a variant of
the DES, introduced in the mid-1990s. Triple DES has two variations, either two-key
Triple DES, with a key size of 80 bits, or three-key Triple DES, providing a 112-bit key.?*
Triple DES works by encrypting the text before decrypting the text with the second key
which, as it is not the first key, will incorrectly decipher the text which acts to add another
layer of encryption, and then using the DES algorithm to encrypt with the third key (or
first key in two-key Triple DES) once again to produce the final cipher text.?!

By September 1996, another attempt to break DES was initiated—cypherpunk
Peter Trei wrote on the cypherpunk mailing list it was time to “kill DES.” Trei
recounted how software attacks against DES produced significantly poorer results
in comparison to designing custom chips for a specialized DES cracking machine.
Fabricating custom chips for a DES cracking machine would be significantly more
expensive though, and general-purpose machines were ubiquitous and, in signifi-
cant numbers, could form a distributed supercomputer using parallel processing to
identify the DES key. The cypherpunks could write code for everyday machines sit-
ting within universities, businesses, and homes all over the country—the challenge
would be how to incentivize sufficient numbers of people to deploy their software.
Trei suggested they offer a cash prize for whoever’s machine found the DES key.??
Ron Rivest suggested Trei approach Jim Bidzos, the President of RSA Security—if
DES were to fall, RSA, with their portfolio of algorithms, would pursue their market
share.??3 Bidzos donated a ten-thousand-dollar prize.?%*

The cypherpunks were excited, but there was concern as to how the government
would spin, the media would present, and the public would interpret their potential
success. Cypherpunk Jim Bell posted:

I don’t think this is a good idea. If anything, what this would inadvertently demonstrate
is how difficult (at least, with non-dedicated hardware) it is to crack DES...they can
say, “Hey, these guys had to apply $10-20 million dollars’ worth of computer equip-
ment for a full year just to get the contents of a SINGLE MESSAGE!"2%3
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Mike Duvos envisaged the headlines: “Cypherpunks show DES can withstand up
to 9,000 Pentium-years of torture and keep on ticking.”2° But another user, post-
ing under the alias “Attila T. Hun” saw positives if they could win over the public:
“we’re proving that the Feds are a fraud...we might even be perceived as a good, not
evil force...but I doubt it; the press mentality is too low.”??”7 The cypherpunks feared
that, rather than being portrayed as digital insurgents revealing the duplicity of the
US government, they would be painted as using their intellect to compromise the
Internet’s security to the benefit of criminals and spies.

The RSA Secret-Key Challenge was announced in January 1997.28 The challenge
was a known cipher text challenge; RSA provided the first twenty-four characters
of the message, “The unknown message is:” in order to allow the participants to
recognize when they had successfully located the key.??® In providing the start of
the message, it could have been argued this was an unfair advantage to the attack-
ers. However, most messages adhere to some form of structure, or contain certain
phrases such as “Dear Sir or Madam,” that can be searched for within decrypted
packets; these traits are known as Cribs.

Peter Trei had already developed software for the DES attack, and by late January
had sent out test, or beta, versions to other cypherpunks allowing them to build their
own DES-cracking super-computers. Due to the continuing encryption export con-
trols, in order to avoid legal repercussions, Trei asked the cypherpunks—before he
sent the file to them—to send their real name, address, and nationality to him, along
with an acknowledgment they understood his code was not to leave America. Such a
measure probably limited the cypherpunk uptake, as many operated under alias on
the mailing list; however, some likely sent false details providing Trei plausible deni-
ability that he attempted to prevent export.?!? Trei’s efforts to catalyze a challenge
to DES were successful, but his effort to galvanize the community to attack RSA’s
encrypted message under his leadership was less so; however, his actions inspired
another programmer in Colorado, Rocke Verser.

Verser was a freelance programmer who wrote a more efficient key-searching
algorithm than the cypherpunks. A growing group assembled around Verser, known
as the DES Challenge (DESCHALL) team; they started their attack with most of
the processing power coming from the universities where many of them worked.?!!

As the DESCHALL team’s computers around the continent scoured key space,
US Congress was debating the “Security and Freedom Through Encryption (SAFE)
Act,” which would relax cryptography controls. During the March 1997 debate,
Robert S. Litt of the Department of Justice’s Criminal Division stated it would
take the NSA, “approximately one year and eighty-seven days using a $30 million
supercomputer,” to break a DES key using a brute-force attack.?'> The DESCHALL
team aspired to prove they could do better, perhaps in their eyes exposing the NSA’s
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duplicity, and influencing the narrative in Congress, with the aim of destabilizing the
export regulations and discrediting DES.

At nine minutes to midnight on 17 June 1997, a Pentium computer whirring
away in Salt Lake City completed its mission.?'3 The Pentium had tried two-hun-
dred and fifty thousand keys every second, patiently searching for the one key in
72,000,000,000,000,000 that would enable it to read the secret message, and now its
work was done.?

Rocke Verser revealed the successfully decoded DES message as “Strong
cryptography makes the world a safer place” on 17 June 1997. Verser described
how “Tens of thousands of computers worked cooperatively on the challenge in
what is believed to be one of the largest supercomputing efforts ever undertaken
outside of government.” They searched for four months covering one-quarter of
the 72 quadrillion possible keys, reaching a speed of seven billion keys per sec-
ond.?’> The DESCHALL team noted seventy-eight-thousand unique IP addresses
contributed to their supercomputing effort, with an average of fourteen thousand
machines per day.?'%?!7 “This is proving by example, not by mathematical cal-
culation, that DES can be broken with little or no cost,” Verser’s collaborator
Matt Curtin added in the release.?’® RSA’s own press release suggested the demise
of the two-decade-old standard: “this may be the final blow that indicates its
[DES’] time has passed.”?" Jim Bidzos said, “This demonstrates that a deter-
mined group using easily available desktop computers can crack DES-encrypted
messages, making short 56-bit key lengths...unacceptable as national standards
for use in commercial applications.”??° However, as Diffie would observe a year
later, “cryptosystems have nine lives.”??!

While many cypherpunks were elated at their DES victory, however incomplete it
would prove to be, Tim May believed they were getting distracted from their “radical
roots.” May posted to the cypherpunks on June 21:

I think the “breaking of DES” challenge was, while interesting, a sideshow. And
utterly predictable...as with many cypherpunks’ goals, I’'ve been chagrinned to see so
much “backsliding” to lesser, less radical concerns...we are losing sight of the deeper
issues.???

May believed the cypherpunks’ focus should be on developing and deploying strong
cryptographic and anonymity capabilities so widely no legislation could reverse their
presence.??> May commented if those involved in the DES crack had instead “hosted
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remailers and anonymizers on their machines, [it] would further cypherpunks’ goals
a lot more than breaking DES, which we all know was breakable.”224225226

Whilst the DESCHALL team believed some press coverage of their success was
useful, such as a New York Times article, many other reports focused heavily on the
scale of effort required to achieve the feat.??” The CNN article covering their work
was subtitled “but it took four months,” Matt Curtin reflected, “most media cover-
age had roughly the same flavor.”??® The argument of DESCHALL'’s detractors was
that tens of thousands of computer months were required to find the key, and with
such resources being unavailable to most attackers, the public need not worry. The
DESCHALL team could have argued criminals use botnets for similar parallel pro-
cessing power, but the public was still struggling with the nature of the Internet and
such counter-arguments would unlikely have resonated.

In a 1997 briefing to US Congress, FBI director Louis J. Freeh played down his
agencies ability to access encrypted traffic:

If we hooked together thousands of computers and worked together over 4 months
we might, as was recently demonstrated decrypt one message bit. That is not going
to make a difference in a kidnapping case, it is not going to make a difference in a
national security case. We don’t have the technology or the brute force capability to get
to this information.??

The Deputy Director of the NSA, William P. Crowell, added:

There is no brute force solution for law enforcement...the Internet gang last week
broke a single message using 56 bit DES. It took 78,000 computers 96 days to break
one message, and the headline was, “DES has weak encryption.”?*°

The cypherpunks did have some government allies. During debates on many of the
pieces of cryptologic legislation, Senate Majority Leader Trent Lott spoke up for their
cause: “the demand for strong information security will not abate,” Lott said, referring
specifically to the DESCHALL effort, adding, “Now that 56-bit encryption has been
cracked by individuals working together over the Internet, information protected by that
technology is vulnerable. The need to allow stronger security to protect information is
more acute than ever.”?*!' Senator Conrad Burns of Montana added:

we...allowed the issue of encryption to be framed as the issue of child pornography or
gambling. I want to be sure that all parties understand that the reform of encryption
security standards is not related to these issues.
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Hackers, espionage agents, and those just wanting to cause mischief must be
restrained from access to private information over the Internet.

When used correctly, encryption can enable citizens in remote locations to have
access to the same information, the same technology, the same quality of health care,
that citizens of our largest cities have.

Perhaps most importantly, it is about ensuring that American companies have the
tools they need to continue to develop and provide the leading technology in the global
marketplace.

Without this leadership, our national security and sovereignty will surely be
threatened.??

The cypherpunks were no longer at war with the entire establishment.

DES’ demise was finally announced in late 1997, coinciding with the policy fail-
ure of key escrow. The new standard would take years to develop—it was christened
the Advanced Encryption Standard (AES). The government stated that a “multi-year
transition period will be necessary to move toward any new encryption standard and
that DES will continue to be of sufficient strength for many applications.”?*3 There
was some good news in the release: “It is intended that the AES will specify an
unclassified, publicly disclosed encryption algorithm available royalty-free world-
wide that is capable of protecting sensitive government information well into the next
century.”?** Finally, the government was going to adopt the canonic principle that an
encryption algorithm’s strength should reside in its key, rather than the secrecy of the
design and algorithm routine; “Well, well, well...Looks like we have some dissent in
the ranks,” Matthew Ghio reflected with jubilation in a posting to the cypherpunks’
mailing list a few days later.?** In the EFF’s DES Cracker book they wrote:

The reason that the AES is tardy is because the NSA is believed to have blocked pre-
vious attempts to begin the process over the last decade. In recent years NSA has
tried, without success, to get the technical community to use classified, NSA-designed
encryption algorithms such as Skipjack [Clipper] [See chapter VI], without letting the
users subject these algorithms to public scrutiny. Only after this effort failed did they
permit the National Institute of Standards and Technology to begin the AES standard-
ization process.>*

Now it seemed that if the NSA had in fact been artificially extending the life of DES,
life support was being withdrawn.?%’

In late October 1999, DES was reaffirmed for a fourth time as the Federal
Information Processing Standard, but with the caveat that triple-DES was the pre-
ferred version of DES, and single-DES should only be used on legacy systems.?*
In May, 2002, AES was approved to supersede DES as the Federal Information
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Processing Standard.?*® AES 128 has 340 billion billion billion billion keys, that is
5 sextillion (5,000 billion billion) times more keys than DES.?*° Even with process-
ing advances achieved by 2020, the fastest computer in the world would still take
50 million billion years to locate the key.?* NIST formally withdrew DES in 2005,
and provided government bodies a two-year grace period to cease usage of the algo-
rithm.?#? By May 2007, DES was finally dead.

4.9 DES: IN RETROSPECT

“We'’re actually pretty good guys,” Richard “Dickie” George declared to the confer-
ence, “we wanted to make sure we were as squeaky clean as possible.”?* It was 2011,
and George, Technical Director of the Information Assurance Directorate at the
NSA was discussing DES’ history at the RSA conference.?** On stage with George
sat Diffie, Hellman, Ron Rivest, and Adi Shamir.

As part of the original DES evaluation team, George had found it fascinating
to “do both the math and to follow the political arguments.”?* Approaching retire-
ment from the NSA, George realized he was the last person at Fort Meade who was
involved in the DES during its development.?* He approached the director arguing,
“we ought to declassify the whole DES story,” and the director agreed.?*” George
began investigating the NSA’s internal records to add to his own recollections in
preparation to tell the world DES’ inside story. When Shamir asked about the 56-bit
key length that caused so much controversy, George replied there had been a conver-
sation between the communications security (COMSEC) and the communications
intelligence (COMINT) sections of the NSA as to whether they should participate
in the DES project at all.>*® If an encryption algorithm were deployed at a scale
that COMINT could not break, or its breaking would be too resource-intensive,
the NSA’s ability to provide intelligence could be severely diminished. However,
that concern was balanced against leaving US commercial, private, critical national
infrastructure, and non-classified data either unprotected by encryption, or not pro-
tected to a sufficient degree. In a rapidly globalizing era where data was becom-
ing increasingly valuable to American companies operating worldwide, George
explained the decision was taken by NSA leadership that it “was in the best interests
of the nation for us to participate.”?** From that point on, the NSA “were playing a
complete COMSEC role,” George explained.?>® However, the historical record does

239 National Institute of Standards and cryptography; it was called RSA (after their
Technology, 2001. initials), the company at which conference this
240 Martin, 2020, 169-170. meeting was occurring.
241 Ibid, 229. 245 Juels et al., 2011, 8.09.
24 National Institute of Standards and  ?* George, 2016, 1.58.
Technology, 2001. 247 Tbid, 1.44.
243 Jackson, 2013. 248 Juels et al., 2011, 20.21.

244 Rivest and Shamir, along with Leonard 2% Juels et al., 2011, 20.21.
Adleman, were the team that developed 2% Ibid.
the first full implementation of public key
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contain some discrepancies. A declassified NSA internal history written in 1998
by Thomas R. Johnson states, “NSA tried to convince IBM to reduce the length of
the key from 64 to 48 bits. Ultimately, they compromised on a 56-bit key.”?>! The
sourcing is not entirely clear, with a footnote amalgamated from previous parts of
the sentence referencing “DDIR files, Drake Notebook, Proto paper.” None of these
sources are publicly available. This history seems to contradict the statements of
George, who argues the NSA’s decision to use 56 bits was based on their internal
calculations of how fast technology would evolve and for how long DES would be in
service. On being asked about this contradiction, George comments, “The Johnson
quote is silly... NSA would never try to convince IBM of anything—NSA dictated
things.”>>? George, who conducted an extensive internal assessment within the NSA
for DES documentation has never seen any notes from Rick Proto on DES. George
also implied Proto was likely not in a position to have such insights: “Proto was a
major player at NSA later, but in 1974, Proto was a junior member of the math com-
munity, in the research directorate.”?33 Based on the evidence and lack of supportive
evidence for Johnson’s statement, and George’s account his statement may represent
an error in the historical record. Hopefully at some point the source material will be
declassified to allow the ambiguity to be resolved.

George would also later address why DES’ 64-bit crypto variable reserved 8 bits
for parity checks which resulted in a 56-bit key, substantially weaker than if the
parity bits were omitted. George comments, “Everybody said well you [NSA] put in
parity bits because you wanted to shorten it...that wasn’t true.”>* George explained
the NSA’s legacy influenced their design methodology:

The parity bits were absolutely critical...we put parity bits on all of the variables that
we use and the reason is that these things are used by soldiers out in the field. It’s not
easy when you're sitting out there in mud, people shooting...and you’re trying to pull
a paper tape through a tape reader it doesn’t always work really well. You get errors.
When you get errors you have real problems because you're going to have people using
variables that are slightly off...So to avoid that, we put parity bits in and if the parity
doesn’t pass you better try again, and that saves us from having these problems and
that’s why the parity bits were there and again that was treated by the world as “look
what they’ve done.”>>

When asked whether the NSA inserted a backdoor into DES, George answered, “we
knew we weren’t smart enough to know things that people wouldn’t find.”?3¢ Whilst
the cryptographic industry outside Fort Meade was slow to accelerate post-World
War Two, there was a growing caliber of academic research in the field, and with the
anti-government sentiment of the seventies, and with Nixon so recently deposed, the
NSA knew researchers would be scrutinizing the standard for signs of government
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tampering for years to come. Whilst the NSA had highly likely uncovered some
mathematical truths yet to be discovered by the outside world, they could not be sure
such truths would remain exclusively within their domain for the years DES was in
service. George would later comment, “That’s the big story for Crypto and NSA,
we’re smart enough to know we’re not smart enough to do that, and that’s just not a
good thing to do.”?” There was also the consideration that the NSA’s reputation was
at stake, as George comments:

we wanted to provide an algorithm for the public that had exactly the advertised secu-
rity, we didn’t want there to be any shortcut attack on it, and we wanted it to meet the
security needs of the world, so when we said it had to be fifty-six bits we wanted to
be able to go out and honestly say “there is no attack that we know of that’s less than
fifty-six bits,” and we certainly didn’t want to fall prey to something that would later
be discovered.?*®

One thing the NSA did not anticipate was the catalyst suspicions of DES would
provide to the advancement of cryptology research. Hellman commented, “DES was
a gift from the gods to those of us working in academic cryptography...it gave us a
target, something for us to cut our teeth on...cryptanalytically and learned a lot.””>>°
Rivest commented the DES was inspirational, allowing academics, “to think about
why it looked the way it did and what could be done better”; therefore, the exercise
advanced both their cryptographic and cryptanalytic skills. George comments:

DES was one of the more important events in crypto history...[it] spawned the inter-
est in crypto for people like Hellman, Diffie, and Rivest—so, in some sense, it was
a key step not only in the development of crypto research (it gave the world a hard
problem to study) but also was a critical element in the development of...public key
cryptography.?¢0

George comments, “we [the NSA] didn’t see the importance of the Internet in pro-
viding a virtual critical mass of people who could collaborate on things, and I think
that really made a big difference.”?®! Whilst the cryptologic community in the out-
side world in any one physical location could not compete with the NSA, the col-
lective might of cryptologists dispersed across the country and globe, but unified on
the Internet, allowed academia to challenge the government’s hegemonic position
as cryptology’s sole authority. George comments, “That Internet thing really threw
a monkey wrench in, but y’know that was the one thing I didn’t foresee...I thought
people would be working in isolation, dawg on it, they weren’t, they were all work-
ing together,” George acknowledged, “if it wasn’t DES it would have been something
else, it was going to happen, there were lots of smart people out there working on
lots of things.”?? George confesses in retrospect, “I'm delighted with the way it
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worked out—a lot of smart people have done some excellent work!”’?%* The Internet
was having the effect that it would in time have across countless other fields: erod-
ing the challenges of distance and time, and allowing global communities of like-
minded people to attack challenging problems unable to be solved by isolated efforts.
Cryptologic progress was inevitable.

The S-Box question had largely resolved itself with time. Differential cryptanaly-
sis was rediscovered by Eli Biham and Adi Shamir in the late 1980s. Biham and
Shamir tried the attack on a number of algorithms and it worked well, but DES
remained impervious.2* However, when Shamir generated random S-Boxes to
replace the NSA selected ones, the attack worked, to which George comments, “It
just didn’t work on the real ones.”?% Bruce Schneier observed, “it took the academic
community two decades to figure out that the NSA ‘tweaks’ actually improved the
security of DES.”?%¢ For NSA, the suspicion on the DES and S-Boxes proved quite
useful for two reasons. Firstly, having the public assume there was an NSA backdoor,
or hook, in the S-Boxes meant people were not focused on trying to understand that
the NSA strengthened the S-Boxes to prevent differential cryptanalysis, which was a
classified analysis technique; George recounted:

it was much better for us to have people looking at those permutations trying to figure
out what the trapdoor is, rather than figuring out why we used those to make it stronger.
Much better for them to try to attack them [the S-Boxes] than to think what were they
doing, so that worked out pretty well.?¢

The second reason was to prevent DES’ propagation; George comments:

The world was sure we had hooked the thing [DES] through the S-Boxes...some of
those S-Boxes they really looked bad, and we were pretty happy they looked that bad
because what a target that is for the world, if the world is telling everybody don’t trust
the thing that’s great!?68

The NSA only wanted US government businesses to receive the protection of the
DES; they did not want to see their enemies employing a high-caliber algorithm.?®

Digital rights activists argue as to whether George’s account can be trusted.?”
George’s accounts contained statements which do not align with the statement IBM’s
Walter Tuchman made in 1977 where he stated, “The ‘S-boxes’ was totally the work
of myself and my colleagues at IBM.”?”! Tuchman could have spoken a falsehood on
his own recognizance, and may have been asked not to reveal NSA involvement, or it
could be he was not aware that IBM’s S-Box candidates were replaced with NSA’s—
though the latter seems unlikely. Shamir reflected in 2011 that he:
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never believed that there was a trapdoor, because it made no sense to me politically.
It is very unlikely that the Russian military would use DES for their internal commu-
nication, similarly the Chinese and all the other targets of the NSA. The main users,
intended users were big American corporations and it sounded stupid to me that the
NSA will design a scheme that will be breakable and allow all the large companies,
corporations in the US to use it while knowing that they know how to break it and
therefore there is a certain probability that others will also be able to break it, so just
by political reasoning it made no sense to me.?”?

George’s engagement with the public was welcomed by the digital rights activists,
yet given the nature of intelligence work many, including Whitfield Diffie, were
unsatisfied with George’s account.?”? The government is in a challenging position,
when something is kept secret with potentially a web of deception protecting dis-
closure, how are they ever able subsequently to disclose the information and satisfy
the public that they have disclosed all information on a topic? Many in the digital
privacy activist community will always question whether there is more of the DES
story yet to tell.

4.10 A QUARTER CENTURY OF PROTEST

For over two decades, the cypherpunks and their predecessors waged an intellectual
and public conflict to topple an encryption standard they believed not fit for purpose.
Over this period, DES successfully protected transactions worth billions of dollars
every day, and was likely the global market’s dominant encryption.?’*

The primary concerns of the digital rights activists were that the NSA secretly hid
a backdoor within the S-Box structures, and that the key length was insufficient. It
was argued the key length could easily have been made strong enough to offer a level
of security beyond the ability of any threat actors to break for the foreseeable future,
rather than what was perceived as an insufficient 56 bits.

But did the digital rights activists’ efforts make a difference?

One could argue that despite their protests, DES’ key length remained at 56 bits,
and the standard endured for decades, being used well into the 2000s. Could the
NSA have been listening in to DES communications all of that time? Given the
context of the era, with America in an existential war, would they have approved
an algorithm they could not break? Given the computational and cerebral power
at the NSA’s disposal, they likely had the capability to build a DES cracker long
before EFF’s 1997 efforts. Could the NSA have built such a machine in 1977, when
DES became the official standard? One must consider whether they would dedicate
their resources to such a challenge—it was highly unlikely the Soviet Union or other
national adversaries would use an American encryption system, especially one sus-
pected of containing an NSA backdoor; DES’ users were principally going to be
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America’s unclassified government communications, and US business data flows, as
well as potentially smaller nations.

The next question becomes: would the NSA directly target American citizens
using DES? The cypherpunks believed so, and viewed through the prism of the gov-
ernmental abuses of the Nixon administration, one can certainly understand why
they harbored such suspicions. Had Nixon’s agents not been caught due to opera-
tional errors, the US President may have used government assets, including power-
ful surveillance capabilities, to subvert America’s democracy and preserve his own
power. An alternative interpretation of the Nixon history is that the system worked—
government abuse was detected, and Nixon was ejected from office.

Whilst retrospectively those such as Martin Hellman acknowledge they did not
truly believe DES contained a backdoor, it could be that academic scrutiny contrib-
uted to the deterrence of such an action.?”> An argument can also be made that the
cypherpunks catalyzing of the DES challenges accelerated DES’ demise. It could
further be posited that the increased digital rights activists’ scrutiny—starting from
the 1970s and peaking in the 1990s—Ied to the US government having no choice
but to make the AES standard selection process competitive and transparent. Bruce
Schneier, the owner of a finalist algorithm in the AES selection competition, com-
mented, “I have nothing but good things to say about NIST and the AES process...
They were honest, open, and fair.”?’ Hellman agreed:

we lost the [DES] key size issue...we did win in the long run...because not only did
the key size go up in AES, they adopted it in the way we said DES should have been
adopted: a transparent, open adoption process with critiques.?”’

In the early 1970s, the digital rights activists failed to increase DES’ key size and
to fully mobilize the public in support of their mission. However, by the time DES
became a standard, Diffie and Hellman had made a discovery which allowed them to
challenge the balance of cryptographic power: public key cryptography.
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The Battle for
Academic Freedom

Yet it may be roundly asserted that human ingenuity
cannot concoct a cipher that human ingenuity cannot solve

Edgar Allan Poe, 1842

5.1 AN ITINERATE CRYPTOGRAPHER: WHITFIELD
DIFFIE MEETS MARTIN HELLMAN

“It was like being in the desert and coming across an oasis when I met Whit,” Martin
Hellman reflects." Since 1972, Hellman had pursued cryptology in near isolation,
since other academics were disinterested, he comments:

most of my colleagues thought I was crazy for two reasons: First, they said, you’ll
never discover anything new because NSA has a huge budget and if it could be done
NSA would already have done it; second, if you do anything good, NSA will classify
it and you’ll never get credit.”

Most who chose to work in cryptology were shrouded under the government’s cloak
of secrecy. Former NSA employee Richard “Dickie” George, comments:

in 1972 crypto was not a commercial thing. There were a few companies, mostly
European, that were doing things not well, they basically were doing things the same
things they’d been doing in world war 2. The real crypto was being done by govern-
ments around the world, and nobody else got to play.?

Those cryptologists not working for the NSA were employed by organizations
beholden to government contracts, their employers would unlikely risk publishing,
or publicly discussing, any innovative research that may upset their clients and risk
revenue streams. It was such a problem Hellman encountered in 1974 when he vis-
ited IBM’s Yorktown Heights Research Center to deliver a lecture.*

! Green, 2015. 3 George, 2016, 3:52.
g
2 Myers, 2011. 4 Green, 2015.
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Hellman had worked at Yorktown between 1968 and 1969, after completing his
doctorate. Whilst Hellman was not working on cryptography at the time, he had
Iunched with Horst Feistel, the father of DES; “I learned a lot from Horst,” Hellman
recalls.’ But on Hellman’s return to Yorktown, he found his old colleagues in a less
communicative state: “I spoke with Feistel, [Alan] Konheim, and some of the others
and they were a little bit down. They said a secrecy order had just been placed on
them by the NSA and they couldn’t tell me very much.”® The secrecy order was for
their Lucifer algorithm. Feistel and Konheim explained, “We can’t tell you much,
and also we’re being encouraged to work on other things.”” Hellman says the group
believed “cryptography had been solved.”® Hellman’s network of cryptologists with
whom he was able to exchange ideas was dwindling.

In summer 1974, Whitfield Diffie visited Yorktown. He had recently quit his job
and was now traveling around the country on a cryptological odyssey. Diffie had
spent time with David Kahn, and the historian’s vast library of cryptographic manu-
scripts, in New York. He was hoping IBM could provide further insights, but the
secrecy order to which Konheim was beholden stifled knowledge exchange. Diffie
recounts:

I spoke to Alan Konheim who was very secretive, he didn’t want to tell me anything.
He only told me one thing, and since then he wishes he hadn’t said that. He said: An
old friend of mine, named Martin Hellman, was here a few months ago...you should
look him up.’

When Diffie returned to the West Coast he called Hellman. Their meeting was
scheduled in Hellman’s Stanford office at 15:30 for thirty minutes. It lasted until
23:00. By 17:00, Hellman invited Diffie and his wife, Mary, back to his family home
to continue their discussions: “Each of us found the other person, the best informed
person, willing to talk about the subject he had yet run into,” Diffie recalls.!”” Hellman
recounts it “was getting lonely working in a vacuum...it was like being in the desert
and coming across an oasis when I met Whit.”!!

5.2 DIFFIE AND CRYPTOLOGY

Diffie was interested in cryptology from a young age. At ten years old, one of Diffie’s
teachers introduced him to ciphers, he promptly asked his father to check out every
cryptology book from New York City College’s library. However, after consuming all
the children’s texts on the topic Diffie’s interest waned: “I thought that everyone was
interested in cryptography. I was interested in more esoteric things.”'? Years later,
whilst studying Mathematics at MIT, Diffie learned how to program. Occasionally

> Ibid. ° Furger, 2002.
6 Green, 2015. 10 Tbid.
7 Hellman and McGraw, 2016. T Green, 2015.

8 Ibid. 12 Furger, 2002.
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he would hear something about cryptography to warrant his attention, but it was not
until his time at research organization and defense contractor Mitre that his boss,
Ronald Silver, explained how modern cryptographic systems worked.!?

Diffie’s role at Mitre placed him in MIT’s Artificial Intelligence Lab, where a
computer timesharing project was underway. The Multics operating system was
intended to allow multiple people, rather than a single user, to access the same
machine and share its resources. To run such a system a central administrator main-
tains the computer, that administrator has God-like abilities on the machine, being
able to access every file—such power leaves users vulnerable to the administrator.
Diffie realized if a warrant were issued for data a user stored on such a system, the
administrator would acquiesce to the warrant as they “would not be interested in
going to prison in order to protect your files.”!* Even if the administrator were simply
nosey they could invade their user’s privacy. Cryptography was the answer. With
encrypted files one need not trust the administrator, as all they were able to access
were files that were nonsensical without the decryption key, a key the user alone
should possess. Therefore, “if a court wanted your files they would have to come and
threaten you and you would have the control to make the choice as to whether you
would surrender your files or not.””’

At first, Diffie tried to persuade other researchers to work on encryption, “I didn’t
do any work on it at that time because I wasn’t really interested in it, I was working
on problems I considered more important.” In 1972, Diffie moved to the West Coast
to work at Stanford’s artificial intelligence lab. Diffie had found MIT very politically
conservative. Having grown up in New York City, “a very left, politically active envi-
ronment,” Diffie recalls, he did not find MIT “politically congenial.” The West Coast
and California, bastion of the counterculture, felt more like home.!®

Whilst working on the West Coast under John McCarthy on proof of correctness
(producing a mathematical proof that an algorithm fulfills its purpose) Diffie read
David Kahn’s The Codebreakers. “1 read very slowly,” Diffie recalls, “I started in the
fall of *72...by the spring of *73 I was doing nothing but working on cryptography.”!’
McCarthy became embarrassed Diffie was not working on the task for which he was
being paid; Diffie recalls, “since I was being funded by under-the-table money from
NSA, that might be a bit awkward if it came to light.”!® Therefore they negotiated
a “friendly parting of the ways,” Diffie recalls, “and I took an indefinite leave of
absence and departed.”"”

For the next two years, Diffie would attend both his “great desire to travel” and
his hunt for cryptologic knowledge. He was fortunate to have the resources for such
an adventure, “I had of course enough money to do that as an artifact of the society
at the time. I was being paid as though I was supporting a woman, but I wasn’t sup-
porting anyone, so I had lots of extra money.”?® Diffie focused on what he thought

13 Levy, 2001, The Loner, Chapter 1. 17 Tbid.
14 Furger, 2002. 18" Plutte, 2011b, 3.
15 Ibid. 19 Tbid.
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was, “intellectually important,” rather than earning more money, so he set off to
search for answers:

I went around doing one of the things I am good at, which is digging up rare manu-
scripts in libraries, driving round, visiting friends at universities and things, going into
the university libraries and doing research there and working entirely unsupported.?!

Diffie recalls when Hellman arranged his first talk at Stanford on his return to the
West Coast he “described me in the flyer as an itinerate cryptographer, an itinerant
being one who wanders around.”??

5.3 HELLMAN AND CRYPTOLOGY

Three sources led Hellman to cryptology.??

Firstly, when attending an Institute of Electrical and Electronics Engineers
International Symposium on Information Theory, in January 1969, the banquet
speaker was David Kahn, who had released The Codebreakers two years earlier—
“that certainly put the idea in my head,” Hellman reflects.?*

Secondly, during his time at IBM, Hellman was exposed to Feistel, who had,
“been brought in from classified government work to seed IBM’s research in cryp-
tography,” Hellman explains. Hellman had “a number of discussions with Feistel that
opened my eyes to previously unforeseen possibilities.” He assessed IBM’s invest-
ment in cryptography for commercial purposes, “also indicated the need and value
of such work.”?

The final source driving Hellman’s decision to pursue cryptology was when, in
1970, he was introduced to Claude Shannon’s information theory and cryptography
writings, “I saw that information theory owed much of its birth to wartime, classified
research on cryptography that Shannon had done at Bell Lab,” Hellman recalls, “and
that much of what I had learned in my doctoral studies was directly applicable to
cryptography.” Hellman believed he could make a contribution to the field.?®

For the next few years, Hellman spent his little spare time on cryptology, though
he felt his ideas were “embryonic and not likely to be judged worthy of financial
support.” Hellman also worried about funding opportunities given most cryptology
research was classified.?”

Hellman considered the challenges further and felt they should not prevent his
working on cryptology. Whilst NSA may have made many important cryptologic
discoveries, “that knowledge was not available to meet the growing commercial
needs for encryption,” Hellman reflected, and besides, “credit went to the first to
publish, not the first to discover and keep the work secret.”?® Hellman notes, “I kind
of like being a maverick and when my colleagues told me I was crazy, instead of

21 Tbid. 25 Hellman, no date a.
22 Tbid. 26 Tbid.
23 Hellman, no date a. 27 Tbid.

24 Hellman and McGraw, 2016. 28 Tbid.
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scaring me off, it probably attracted me.”>® However, his training, a doctorate in
Electrical Engineering from Stanford, had not necessarily prepared him for a cryp-
tologic career: “It was foolish, it was arrogant in a way for me to try to do research
in cryptography...knowing as little mathematics as I knew.”3° Despite all the chal-
lenges, Hellman committed to cryptology and secured funding to allow Diffie to stay
at Stanford, thus establishing perhaps the most consequential intellectual partner-
ship in cryptological history.

5.4 PUBLIC KEY CRYPTOGRAPHY: SOLVING
THE KEY DISTRIBUTION PROBLEM

The heart of the cryptography challenge was the key distribution problem. How could
two people from disparate locations securely exchange encryption keys without ever
having physically met? The government used couriers, but this was not an option
when one wanted to instantly initiate a secure communication with a stranger sitting
a thousand miles away, and it didn’t scale to the millions of users who would one day
be online. Added to the key distribution problem was the government’s stranglehold
on cryptologic expertise and standards. Shortly after Diffie and Hellman started col-
laborating, they became involved in a confrontation with the government over the
Data Encryption Standard, adding another dimension to their challenge. Diffie and
Hellman believed control of cryptography had to be wrested from the government
and given to citizens, where its design and application could be focused on com-
merce and privacy without the conflicting government requirement of facilitating
NSA surveillance.!

After reading the DES proposal in May 1975, Diffie tried to reconcile how the
government could offer an encryption standard:

I did not understand how those people dared either standardize a secure system or
standardize a non-secure system, because if it was secure—since they were primar-
ily an intelligence agency—they would be afraid that they wouldn’t be able to read
other people’s traffic. If it was not secure, since they had certified it for the use of U.S.
government organizations, they risk having a tremendous black eye if it were broken.

Inserting what Diffie termed a “trapdoor” (or backdoor) was one way the govern-
ment could release a “secure” system whilst maintaining the ability to decrypt DES-
encrypted data.

A related challenge Diffie considered was how to replicate the properties of a
physical signature in the digital realm. Whilst scrawling a pattern on paper was a
primitive method of authenticating one’s identity, it had proved remarkably resilient
in the face of all but professional forgers. The signature also offered non-repudia-
tion—it was considered legally binding in most cases, though for the most impactful

2 Green, 2015. 31 Hellman, 1976a; Hellman, 1976b.
30 Tbid. 32 Furger, 2002.
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of contracts a witness to the signature would often be required to counteract the
forgery risk. However, the nature of technology meant any digital signature was, at
its most base level, a series of ones and zeros, making replication trivial. In order for
online commerce to progress, and trust to develop between parties, a digital equiva-
lent to the physical signature was required.

Diffie and Hellman toiled away at the key distribution and digital signature prob-
lems until finally they found a conceptual solution—Diffie made the initial break-
through in May 1975. Diffie recalls, “in that moment I realized that I'd discovered
something important and I was acutely aware that the computer on which I was
keeping my notes was not secure,” so he elected not to type his solution into the
machine.* Hellman then refined Diffie’s discovery.** In November 1976, they shared
their discovery with the world.

5.5 NEW DIRECTIONS IN CRYPTOGRAPHY

Their overture did not lend itself to modesty; “We stand today on the brink of a
revolution in cryptography,” Diffie and Hellman declared in New Directions
in Cryptography, published in IEEE’s Transactions in Information Theory in
November 1976.% The authors explained, “theoretical developments in information
theory and computer science show promise of providing provably secure cryptosys-
tems, changing this ancient art into a science.” In less than a dozen pages, Diffie and
Hellman outlined their solution to alleviate the key distribution problem, and provide
a method of authenticating the sender with digital signatures. The authors called
their approach a “public key cryptosystem™

In a public key cryptosystem enciphering and deciphering are governed by distinct
keys, E and D, such that computing D from E is computationally infeasible (e.g.,
requiring 10'% instructions). The enciphering key E can thus be publicly disclosed
without compromising the deciphering key D. Each user of the network can, therefore,
place his enciphering key in a public directory. This enables any user of the system
to send a message to any other user enciphered in such a way that only the intended
receiver is able to decipher it.3

The key that would be available to anyone, and would be used to encrypt data, is
known as the “public key.” The key that is known only to the recipient and decrypts
the data is the “private key.” Splitting the keys was an innovation that broke with the
established doctrines of cryptography. When Hellman explained the scheme, Horst
Feistel replied, “You can’t do that!” (though it was, according to Hellman, a hurried
explanation as Feistel was rushing to a doctor’s appointment).3” Whilst at first public
key cryptography seems to break convention, it actually adheres to it, the private key
stays private—it is only the related public key that is shared with the world.

3 Ibid. 36 Tbid.
3 Ibid. 3 Yost, 2004, 23.
3 Diffie and Hellman, 1976, 644.
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Fundamental to the realization of a public key cryptosystem was the ability to
develop a mathematical algorithm allowing the public and private keys to relate to
one another as outlined by Diffie and Hellman. This notion of a trapdoor cipher, in
Diffie’s mind since he started ruminating how the government could deliver a DES
algorithm that was at once secure against attacks from all other actors, but also
accessible to NSA agents possessing knowledge of the trapdoor, was the prerequisite
for a public key cryptosystem.’® However, the authors acknowledged there was at
that time “little evidence of the existence of trapdoor ciphers.”*

To solve the signature requirement, Diffie and Hellman envisioned an algorithm
which allowed an inverse usage of the public-private key. If the recipient was able to
decrypt a message, or a signature, with the originator’s public key, then the originator
must be in possession of the paired private key—of course this would require some
mechanism to verify that the public key did in fact belong to the supposed owner.*?
To maintain integrity, the signature would be derived in part from the contents of the
message; should even a single character be different, the message would need to be
re-signed by the legitimate owner of the private key; therefore, any modifications by
a third party to the original signed document would not be possible. As long as the
private key was not compromised the approach was viable.

Inspired as Diffie and Hellman’s paper was, it lacked an implementation algo-
rithm; “We propose some techniques for developing public key cryptosystems, but
the problem is still largely open,” the authors wrote.*! Diffie and Hellman closed
their paper stating, “Skill in production cryptanalysis has always been heavily on
the side of the professionals, but innovation, particularly in the design of new types
of cryptographic systems, has come primarily from the amateurs. They reflected
that a cryptosystem invented by Thomas Jefferson, an amateur, was still in use dur-
ing World War Two, and the most noted cryptosystem of the twentieth century, the
rotor, was invented simultaneously by four separate amateurs. Their final line char-
acteristically jibed the government, “We hope this will inspire others to work in this
fascinating area in which participation has been discouraged in the recent past by a
nearly total government monopoly.”™3

5.6 THE MIT TRIO: RIVEST, SHAMIR, AND ADLEMAN (RSA)

“Marvelous idea...these are amazing ideas,” Ron Rivest comments of Diffie and
Hellman’s New Directions on Cryptography, “they didn’t know how to imple-
ment them at all.”** Rivest was a twenty-nine-year-old assistant professor in MIT’s
Computer Science Department when he read Diffie and Hellman’s article in
December 1976.

Rivest grew up in New York before winning a place to study Mathematics at
Yale. Whilst studying, Rivest attended a few Vietnam protest marches but was

3% Furger, 2002. 42 Tbid, 654.
3 Diffie and Hellman, 1976, 652. 4 Tbid.
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without the political drive of Diffie or the 1990s cypherpunks.*6 Rivest attained a
PhD in Computer Science from Stanford before heading to MIT.*’ Rivest’s office in
Tech Square at MIT was a floor below the Al lab where Diffie worked some years
earlier, yet the two had never met.*®

When Leonard Adleman walked into his office weeks later, Rivest asked, “did
you see this new thing from these guys Diffie and Hellman at Stanford?”* Adleman
was a fellow mathematician who, like Rivest, divided his time between the computer
science laboratory and the mathematics department.>® Adleman listened to Rivest’s
explanation of New Directions in Cryptography before commenting, “Well, that’s
nice, Ron,” then changed the subject.>!

Adleman held a PhD in Mathematics from the University of California, Berkley.
At first, he intended to become a chemist, but that changed whilst studying his under-
graduate degree; speaking of his decision to enter the field of mathematics, Adleman
recalled: “Suddenly something happens to somebody who becomes a mathemati-
cian, and it’s much like falling in love, that’s what happened to me, I suddenly, almost
on a single day saw the inner beauty of it all.””>> Adleman was interested in number
theory, which he describes as “a very ancient discipline...it had been studied for at
least a few thousand years and at various times in its life it had burned brightly and
at various times it had just been an ember kept alive by other people.”> It was pure
theory that interested Adleman, listening to Rivest’s exhortations of New Directions
in Cryptography, Adleman recalls thinking, “I'm trying to save the dignity of sci-
ence because Gauss told me to do it, and this isn’t going to save the dignity of sci-
ence”; to Adleman’s ears this was “some kind of engineering thing about networks
and stuff like that,” it was not something upon which the Gods of Mathematics,
including Gauss, Adleman’s personal deity, would sacrifice their limited hours, “it
meant nothing to me,” Adleman comments.>*

Rivest was more successful enticing Adi Shamir, an Israeli mathematician
recently arrived at MIT as a visiting Professor in Computer Science. Rivest called
on Shamir in his office, as Shamir was preparing to teach an advanced algorithm
course, a field he knew little about.>> Once Rivest explained Diffie and Hellman’s
paper, Shamir quickly agreed to collaborate to find a suitable one-way function and
make public key cryptography a reality, despite knowing little about cryptology.>®

Despite Adleman’s reluctance to become involved in the project, his close friend-
ships with Rivest and Shamir meant that during the winter of 197677 he was drawn
into their quest. Adleman recalls:

We were friends and we used to do everything together, we’d go on trips together,
we’d have dinners together, we did everything together, and we were constantly

4 Levy, 2001, Prime Time, Chapter 4. 2 Bebel and Teng 2002; Adleman, 2010, 0:12.
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collaborating on our common discipline, which was computational complexity theory.
We saw each other every day.”’

Adleman recalls that Rivest and Shamir, “became obsessed, they’re constantly
talking about it and they’re constantly coming up with possible public-key cryp-
tosystems.”® Rivest and Shamir struggled at first, “We weren’t happy with the
approaches we came up with,” Rivest recalls, “We experimented with a lot of differ-
ent approaches, including variations on things that Diffie and Hellman suggested,”
but time and again they broke their own algorithms.>® The MIT trio started to won-
der whether Diffie and Hellman’s breakthrough was a false horizon; changing tac-
tics, they decided to try to prove a fully-fledged public key cryptography system was
more myth than realistic possibility—“We didn’t get very far,” Rivest recalls.®°

Shamir concedes the trio were, “rank amateurs—we knew nothing about cryptog-
raphy.” However, Shamir believes this was an advantage: “We were extremely lucky.
If we’d known anything about cryptography and known about differential sequences,
and Lucifer, and DES, we probably would have been misled into expanding those
ideas and using them for public key cryptography’’®' Eventually, Rivest and Shamir
tried number theory approaches, but the solution remained evasive. Adleman recalls
his colleagues placing possibility after possibility in front of him and he would reply,
“No, I can break that. This, this, this. Boom, done...mostly it goes that way, and it
goes that way for months.”®? Just occasionally, Rivest and Shamir developed a system
challenging enough for Adleman to take home to work on, but by the next morning
the algorithm would be broken.®

In early 1977, the trio celebrated Passover at a student’s house. Rivest in particular
indulged in wine, as is customary at seders, before the party dispersed at eleven.t*
Rivest returned home and lay on his sofa, his eyes closed, “T was just thinking,” he
recalls.% It was then the solution materialized in Rivest’s mind.®® Adleman’s phone
rang, “Hey, Len. What about blah-blah-blah?”” Adleman recalls, “And the ‘blah-blah-
blah’ he said was what we now know as the RSA cryptosystem.”®” Adleman listened
before replying, “Congratulations, Ron. I think you finally did it.” Adleman says
Rivest’s algorithm seemed solid: “This one, wow, I wouldn’t know where to begin to
break this. Well, I know where to begin, but I couldn’t succeed.”®® The solution was
based on the challenge of factoring two large primes (one hundred digits or more).
A prime number is a number that can only be divided by one and itself. Multiplying
two large primes produces a larger, non-prime number. Reversing the process to find
the two seed primes from the larger number, a process known as factoring, was a
historically hard mathematics problem. There was little attention on the problem in
the 1970s. Rivest commented: “Factoring at the time was not a problem that people
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cared about very much.”® Whilst factoring was not known to be impossible, there
was no known solution to easily determine the parent primes; it was the one-way
function for which Rivest, Shamir, and Adleman were searching.

The next day Rivest met Adleman with a handwritten paper, the product of an
all-night writing session on his solution.”” The paper, Technical Memo Number 82:
A Method for Obtaining Digital Signatures and Public Key Cryptosystems, listed
Adleman, Shamir, and Rivest as authors; “Take my name off that paper,” Adleman
says. Rivest replies, “Why?” Adleman answers, “You thought of the idea.” Rivest
says, “No, no. We worked as a team. This is a team. You deserve to be on this
paper.”’’! Eventually, Adleman accepted his name on the paper, thinking to himself,
“no one’s ever going to read this paper, but it will be another line on my résumé
when tenure time comes.””> Adleman requested one small concession: Rivest’s name
should appear first on their paper, rather than Adleman, Shamir, and Rivest, ASR,
it would be Rivest, Shamir, Adleman: RSA—an acronym that became synonymous
with security.”

5.7 HUMAN INGENUITY: TESTING RSA

A New Cipher That Would Take Millions of Years to Break, read the title of Martin
Gardner’s article in Scientific American published in August 1977.7* Scientific
American was broadly read, and not just by career academics such as Rivest, Shamir,
and Adleman, but by amateurs and hobbyists.

Rivest recounts once the RSA algorithm was developed, the trio of inventors
started asking themselves how hard the factoring of two large primes would be:
“factoring at the time was not that much of an academic research area, it was sort of
a backwater area that hobbyists cared about so we talked to people who liked that
kind of thing.””® That led them to a man who could help them search for answers:
Gardner.”® Rivest explained public key cryptography to Gardner, and asked what he
knew about the difficulty of factoring large prime numbers. Gardner recalls getting
excited about public key encryption: “I realized what a big breakthrough this was for
cryptography,” and he invited Rivest to his New York home to explain the discov-
ery.”” Gardner decided to break his rule of planning articles months in advance and
quickly wrote up the innovation.”®

Gardner’s monthly Mathematical Games column had run for twenty years and
attracted a loyal following of recreational mathematicians, just the type of people
Rivest, Shamir, and Adleman needed to test their algorithm’s strength.”” Gardner’s
articles were typically abstracted from the intimidating mathematical equations that
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so often deterred all but the most devout, instead he conveyed the salient points in
as simple prose as possible.3° Gardner’s article proclaimed public key cryptography,
“so revolutionary that all previous ciphers, together with the techniques for crack-
ing them, may soon fade into oblivion.”8! Over the next pages, Gardner explained
Diffie and Hellman’s breakthrough, before adding details of Rivest, Shamir, and
Adleman’s implementation. Gardner wrote anybody wanting further details of the
MIT trio’s approach could request a copy of their article by writing to MIT and
including a self-addressed envelope and thirty-five cents postage.®?

To test their algorithm, Rivest created a challenge cipher and offered a hundred
dollars to anyone who could find the key.®3 The 129-digit encrypted message was
included within Gardner’s article.3*

As Diffie and Hellman had observed in New Directions in Cryptography, whilst
historically, mathematical proofs were offered to validate an encryption algorithms’
security, such supposedly secure algorithms were repeatedly broken; therefore the
use of mathematical proofs to validate security, “fell into disrepute and was replaced
by certification via cryptanalytic assault.”® In essence, for the community to accept
an algorithm was secure, a concerted and prolonged cryptanalytic attempt must be
made to break it, only when countless leading cryptanalytic minds had tried and
failed would it be considered secure, or at least considered to have no easily identifi-
able vulnerabilities. In utilizing the wide readership of Scientific American, Rivest,
Shamir, and Adleman sought validation from knowing hundreds had tried, and
failed, to break their algorithm. Rivest estimated an exhaustion attack would take
“forty quadrillion years to break,” therefore the only danger was if a shortcut was
found in the algorithm.3¢

Before the article, Gardner invoked a famous cryptology quote by Edgar Allan
Poe, “it may be roundly asserted that human ingenuity cannot concoct a cipher which
human ingenuity cannot resolve.”®” The article closed with an observation of the
consequence of an unbreakable cipher: “All over the world there are clever men
and women, some of them geniuses, who have devoted their lives to the mastery of
modern cryptanalysis...Now these people are standing on trapdoors that are about to
spring open and drop them completely from sight.”$® Gardner suggested the human
ingenuity Poe spoke of had reached its pinnacle—the cryptographers were on the
cusp of permanently retiring the cryptanalysts.

It would take until April 1994 before the RSA129 challenge would eventually
be broken, revealing the plain text “THE MAGIC WORDS ARE SQUEAMISH
OSSIFRAGE”—Rivest had randomly selected the words from a dictionary.®
Breaking the code had taken an eight-month effort by around 600 volunteers in
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more than 20 countries.”® Adleman later commented when Rivest calculated the time
RSA129 would take to break as forty quadrillion years, “Ron kind of messed it up,”
but by then it was largely irrelevant, key sizes in use were already much larger than
129 bits.”! One of the project participants, Derek Atkins, calculated if they were
working against the then recommended RSA 1024-bit key size, it would have taken
millions of years more.”?

5.8 NSA EMPLOYEE WARNS CRYPTOGRAPHERS
AGAINST PUBLISHING

A Mr. J. A. Meyer of Bethesda wrote to Elwood Gannet, Staff Secretary of the [IEEE
Publications Board on July 7, 1977. The letter catalyzed the first crypto war’s free-
dom to publish battle.

Meyer wrote in recent months IEEE had, “been publishing and exporting tech-
nical articles on...cryptography—a technical field which is covered by Federal
Regulations,” Meyer cited the International Traffic in Arms Regulations (ITAR),
legislation controlling items from atomic weapons to cryptography.”® The ITAR
defines “export” as:

¢ Sending or taking a defense article out of the United States in any manner

* Disclosing (including oral or visual disclosure) or transferring technical
data to a foreign person, whether in the United States or abroad

e Performing a defense service on behalf of, or for the benefit of, a foreign
person, whether in the United States or abroad®

A “defense service” is defined as:

the furnishing of assistance (including training) to foreign persons, whether in the
United States or abroad, in the design, development, engineering, manufacture, pro-
duction, assembly, testing, repair, maintenance, modification, operation, demilitariza-
tion, destruction, processing or use of defense articles.”

The ITAR is an instrument of the Arms Export Control Act, passed in 1976. It was
not the first legislation to regulate the export of cryptography. In 1917, during the
First World War, the Trading with the Enemy Act restricted the export of encryption
technologies.”® This was followed by the 1949 Export Control Act, and the Export
Administration Act in 1969; the latter was the first attempt to balance the US’ inter-
ests of national security and commerce.”’
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“Superficially,” Meyer continued in his letter, “it seems like a small number of
authors are providing most of the papers...They may not be aware of the full burden
of government controls.”® Meyer explained, “Unless clearances or export licenses
are obtained from the State Department, or there is some special exemption, the
IEEE could find itself in possible technical violation of the ITAR.”® Meyer included
the specific ITAR regulations in his correspondence, violation incurred up to ten
years in prison and a substantial fine. Meyer additionally referenced a paper pre-
sented at IEEE’s symposium in Sweden, to which export permission was not given;
“apparently,” Meyer noted, “this formality was skipped.”'?° It was Hellman who pre-
sented the paper, though Meyer did not refer to him by name.!”! Meyer concluded,
“I suggest that the IEEE might wish to review this situation, for these modern tech-
nologies, uncontrollably disseminated, could have more than academic effect.”10
He signed off with his IEEE membership number, but offered no organizational
affiliation.

Gannet responded on July 20 stating the ITAR legislation, “places the burden
of obtaining any required government approval for publication of technical data on
the person or company seeking publication.”'%* Gannet forwarded the letter onto Dr.
Narendra P. Dwivedi, IEEE Director of Technical Activities. Dwivedi wrote to the
Information Theory Group’s Board of Governors, which included Hellman: “A con-
cerned and good meaning member has drawn our attention to a possible violation by
authors of ITAR regulations in some subjects which can be linked to be of possible
military use.”'% Dwivedi warned whilst IEEE were exempt from the regulations,
“individuals (and/or their employers) have to watch out.”!% Dwivedi recommended
authors have their papers cleared by the State Department’s Office of Munitions
Control in advance of future publication.!®® The recipients of Dwivedi’s letter may
have thought that once the State Department saw their research, it could be classified
before publication. “If you are beginning to feel that it is not always easy to carry
out good-intentioned projects,” Dwivedi concluded, “I welcome you to the club and
wish you the best.”'7 The tone suggests the incursion into academic freedoms was
not appreciated.

Hellman took Dwivedi’s letter to Stanford’s general council, John Schwartz, for
advice. As Hellman’s employer, Stanford would share in the consequences of their
Professor’s actions. Hellman wanted to ensure that if he continued disseminating
cryptologic knowledge, the University would cover any resultant legal costs or fines
should the government prosecute, otherwise he could face bankruptcy.'%

In a memo to Swartz, Hellman warned the threat to national security was from an
absence of cryptography, not its propagation, “Although it is a remote possibility, the
danger of initially inadvertent police state type surveillance through computerization
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must be considered.”'”” Hellman viewed his publications as a vital part of providing
the cryptography society needed to protect itself. Hellman acknowledged during
World War Two the cloak of secrecy guarding cryptology had been understand-
able. However, absent a hot war, and with the majority of businesses likely to be
using computers within the decade, in a world without encryption Hellman foresaw
a ‘tremendous danger’ to corporate secrets and individual privacy."'® Hellman addi-
tionally explained when he tried to find out the cryptology topics he could avoid to
prevent inadvertently stepping on NSA’s toes, he was told such information was clas-
sified and offered no guidance.'"!
After considering Stanford’s position, Schwartz replied to Hellman:

It’s my legal opinion that if the ITAR are construed broadly enough to cover a pub-
lication of your papers, it’s unconstitutional, but, I’'ve got to warn you, the only way
to settle this is in a court case. So if you're prosecuted, we will defend you. If you're
convicted, we’ll appeal. But...if all appeals are exhausted, we can’t go to jail for you.!'?

Hellman was advised if he were fined, Stanford could not pay, Swartz explained,
“because now you’ve been adjudged a criminal. We can’t aid and abet criminal con-
duct.”!3 The personal stakes for Hellman, and any other academics studying cryptol-
ogy, were high.

But who was J. A. Meyer? In 1971 Joseph Meyer wrote another article in IEEE’s
Transactions on Aerospace and Electronic Systems journal entitled Crime Deterrent
Transponder System. The article explored placing surveillance trackers on criminals
to deter them from conducting illegal acts. Meyer believed such a system would,
“make crime pointless.”!!* The journal’s editors felt the article different enough to
their usual mathematical fodder to add an introduction for the reader, “before you
turn the page,” the editors warned of the “controversial paper.”!> The article was
appended with a biographical paragraph. Meyer was born in Newark, New Jersey in
1929.16 He earned a Mathematics degree from Rutgers University before joining the
Air Force in 1952; two years later he joined the Department of Defense working in,
“mathematics, computers, and communications in the United States and overseas.”!!”
With such a background in combination with an article on electronic surveillance, it
did not take a large leap to assume Meyer worked for the NSA.

“A group of university and industry scientists who are planning a symposium
on cryptology have found themselves victims of a bizarre threat from an employee
of the National Security Agency,” wrote Deborah Shapley and Gina Kolata in a
Science magazine article in September 1977.1"8 The article increased the stakes for
the NSA. The battle of DES taught Hellman the public spotlight was anathema to
an agency accustomed to the shadows; shining a light onto his predicament was
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perhaps the best form of insurance Hellman could acquire. Shapley and Kolata had
investigated the mysterious Meyer and confirmed his identity as an NSA employee.
Whilst the agency would not formally admit to Shapley and Kolata that Meyer
worked for them, NSA spokesman Norman Boardman said, “I can state for the
agency that we had nothing to do with that letter...Meyer wrote that letter as a pri-
vate citizen.”!!?

Hellman recounts whilst Meyer sent the letter from his home address, “portraying
himself as a concerned citizen...his attempt at intimidation had many hallmarks of
NSA”; such warning letters, Hellman notes, “written from home addresses, pseud-
onyms, and similar subterfuges were in keeping with its [the NSA’s] modus ope-
randi.”'?* Hellman told The Stanford Daily, “They [NSA] never come right out and
say ‘stop what you’re doing,”” and he viewed the letter as an “unwarranted intrusion
on their part into my work.”!?!

Hellman was scheduled to speak at the IEEE Symposium in New York on
October 10. The Symposium was an open conference, with foreign attendees likely,
meaning Hellman would be breaking ITAR as interpreted by Meyer. With the sup-
port of both his wife, Dorothie, and Stanford University, Hellman had “the confi-
dence that we could go ahead and deliver the papers.”?> Risk remained to Hellman,
but with Stanford’s support and the involvement of sympathetic journalists fixing
the spotlight on NSA’s potential censorship attempts, Hellman proceeded with
the conference. Hellman was to present two joint papers, each of them with sepa-
rate graduate students, Ralph Merkle and Stephen Pohlig respectively. To help his
students establish their reputations, Hellman’s intent was to have them deliver the
presentations. However, John Swartz warned that, as the students were not employ-
ees of Stanford University, they may not have the institution’s support should the
government press charges. Additionally, as a tenured professor with an established
reputation as a global expert Hellman could endure a years-long legal battle, but
two young men with nascent academic careers could unlikely prosper under such
circumstances.'”* Merkle and Pohlig were at first defiant, insistent on delivering their
work as originally planned. However, after contemplation and discussions with their
families, they reluctantly allowed Hellman to present their papers.'** In October
1977, Hellman, Merkle, and Pohlig arrived at the conference at Cornell University.
Hellman delivered the papers, each time with his student standing next to him on the
podium. Hellman explained the reason for his co-author’s silence: “On the advice of
Stanford’s counsel, even though the student would normally give the paper, I will be
giving it for him, but I want him to get the credit he deserves.”!>> The papers were
well received. Merkle and Pohlig gained even more attention, given the situation that
if they presented the papers, and to Hellman’s relief, he did not end the conference
in handcuffs.1?
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It was not only Diffie and Hellman impacted by Meyer’s letter. Gardner’s arti-
cle resulted in thousands writing to MIT to request Technical Memo Number 82
detailing the public key implementation method. Adleman recalls returning to MIT
and finding, “the room is filled with self-addressed stamped envelopes. I look at
some of them and they come from bizarre places like the Bulgarian secret police.”'?’
Gardner’s article had global reach, and as a result the world was keen to learn how
Rivest, Shamir, and Adleman proposed promoting Diffie and Hellman’s crypto-
graphic prophecy to reality. At the time Rivest was spending his summer on the
West Coast, working at Xerox’s Palo Alto Research Centre, a haven for technologi-
cal intellectuals.?® Hellman’s office at Stanford was in close proximity. Rivest sent a
copy of Technical Memo Number 82 to Diffie and Hellman catalyzing a knowledge
exchange that helped evolve the MIT group’s ideas. Hellman shared Dwivedi’s let-
ter on cryptographic publishing with Rivest, knowing he was confronting the same
challenges.'”

The MIT trio were blissfully unaware of the politics surrounding cryptography
whilst making their discovery. Rivest recalls Dwivedi’s letter was “probably my first
realization that our work might involve sensitivities.”!3? Adleman says:

It was at that moment that I found out there was this agency called the NSA, and no
one knew about this agency. At that time, not even people in government knew about
it. Only a small number of legislators and presumably executives knew about it. And
when they talked about it...they called it “No Such Agency.”!3!

Adleman added, “I was still in a mode where I didn’t understand that there had
been this whole history of cryptography.”*? On learning about ITAR, Adleman was
bemused: “Law? What law?”” he asked, “What is this?”’133

Rivest went to MIT’s lawyers for advice. The legal experts instructed Rivest not
to mail any copies of the technical memo until they assessed MIT’s legal position.!3*
Rivest recalls:

The requests for our paper were from all over the world, some were from foreign gov-
ernments. It wasn’t clear to me what we should do. When you receive this sort of
ominous note from the NSA that this stuff is illegal, you want to be conservative and
get it checked out.!®

The penalty for mailing the letters out to their global audience was unclear—fines
and jail time were possible. The lawyers could not offer definitive legal answers,
but believed a “published materials” exemption in the ITAR, whereby the materi-
als in question were already in some form of circulation, allowed publication of

127 Adleman, 2016, 78:51. 2 Ibid, 76:43.

128 Levy, 2001, Prime Time, Chapter 4. 133 Ibid, 79:17.
129 Tbid. 134 Levy, 2001, Prime Time, Chapter 4.
130 Tbid. 135 Tbid.

131 Adleman, 2016, 79:39.



Crypto War | (1966-1981) 127

the research—the NSA’s response was ambiguous.'*® Shamir recalls, “As usual with
NSA, it was hard to get any complete answer from them.”!3’

It was six months after Gardner’s article was published, in December 1977, the
decision was finally taken to post the RSA papers. Rivest recalls, “MIT was very
supportive in resolving that issue.”'3® A pizza party was held at which graduate stu-
dents squeezed Rivest, Shamir, and Adleman’s Technical Memo Number 82 into
around seven thousand envelopes destined for recipients around the globe. Any last
chance of NSA confining the genie to its bottle was lost.

Years later, Hellman came to believe that whilst “the highest echelons in NSA
were extremely troubled by my publications,” Meyer had acted of his own volition.!*
A 1977 Senate Select Committee investigation later found Meyer did not act at the
behest of any government official, but rather “in his capacity as a member of the
IEEE.”'0 That assessment was supported when an internal NSA document written
by their historian, Thomas Johnson, was declassified in 2009. Of Meyer the docu-
ment stated, “he took matters into his own hands.”'*! Given the climate of the time,
and the secrecy of the NSA’s methods, it is unsurprising Hellman was concerned the
NSA were attempting to send a subtle message to undermine his activities. However,
perhaps Meyer being so readily identified as an NSA employee should have indicated
he was not operating as part of an elaborate subterfuge by an elite espionage agency.

5.9 GOVERNMENT CONCERNS OF ITAR AND EAR
CONSTITUTIONALITY IN THE 1970S-80S

The constitutional deficiencies which had been identified by Stanford lawyers during
the Meyer incident were known to the government. The ITAR was one of the key
government tools used to control cryptography. John M. Harmon, Assistant Attorney
General at the Justice Department’s Office of Legal Counsel (OLC), issued a memo
to Dr. Frank Press, science advisor to President Jimmy Carter, on the ITAR’s con-
stitutionality on May 11, 1978.14> Harmon’s memo was confined to the speech ele-
ments of cryptography, and the First Amendment implications of ITAR."3 The
memo would not make happy reading for the administration; the ITAR’s definition
of “export was recounted as:

Whenever technical data is inter alia, mailed or shipped outside the United States, car-
ried by hand outside the United States, disclosed through visits abroad by American
citizens (including participation in briefings and symposia) and disclosed to foreign
nationals in the United States (including plant visits and participation in briefings and
symposia).!44
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Such a definition was assessed as “broad” by Harmon. Turning to the Arms Export
Control Act itself, of which the ITAR was an instrument, Harmon commented:

It is by no means clear from the language or legislative history...that Congress intended
that the President regulate noncommercial dissemination of information, or consid-
ered the problems such regulation would engender. We therefore have some doubt
whether...the Arms Export Control Act provides adequate authorization for the broad
controls over public cryptography which the ITAR imposes.'*

Not only did Harmon assess the Act was not being used for its intended purpose, but
identified severe constitutional infirmities:

The ITAR requirement of a license as a prerequisite to “exports” of cryptographic
information clearly raises First Amendment questions of prior restraint. As far as we
have been able to determine, the First Amendment implications of the ITAR have
received scant judicial attention.!#¢

Harmon stated the provisions also presented questions of overbreadth and vague-
ness, he explained:

“Overbreadth” is a First Amendment doctrine invalidating statutes which encompass,
in a substantial number of their applications, both protected and unprotected activity.
The “vagueness” concept, on the other hand, originally derives from the due process
guarantee, and applies where language of a statute is insufficiently clear to provide
notice of the activity prohibited.!¥’

The Supreme Court, Harmon noted, had “well established that prior restraints on
publication are permissible only in extremely narrow circumstances and that the bur-
den on the government of sustaining any such restraint is a heavy one.”'*® Harmon
explained that even if the:

Government’s interest in regulating the flow of cryptographic information is sufficient
to justify some form of prior review process, the existing ITAR provisions we think
fall short of satisfying the strictures necessary to survive close scrutiny under the First
Amendment.'¥

The two “fundamental flaws” of the ITAR were the “issuance or denial of licenses
are not sufficiently precise to guard against arbitrary and inconsistent administrative
action,” and, “there is no mechanism established to provide prompt judicial review
of State Department decisions.”’>® Harmon explained the government would need
to “bear the burden” of justifying its decisions, and that the ITAR did not meet
this requirement.’” As a result of these deficiencies, Harmon assessed the ITAR

145 Tbid, 4. 149 Tbid, 10-11.
146 Tbid, 5. 150 Tbid.
147 Tbid, 5. 151 Tbid.

148 Ibid, 9.



Crypto War | (1966-1981) 129

was unconstitutional.'’>> However, Harmon stated given the potential for cryptologic
information “seriously and irremediably impairing” national security a prepublica-
tion submission scheme may be possible should a licensing scheme “provide clear,
narrowly defined standards and procedural safeguards to prevent abuse,” these safe-
guards must include judicial review.!® Harmon indicated such a licensing scheme
would require “explicit Congressional authorization,” especially if such a scheme
were to cover domestic as well as foreign disclosures.!'>*

It would be during the House of Representatives’ 1980 inquiry into the
“Government’s Classification of Private Ideas,” chaired by Jack Brooks, that
Harmon’s assessment was finally exposed to the public. Tim Ingram, questioning
Justice Department Attorney Miles Foy, asked:

How would I know, as a private litigant somehow ensnarled in the ITAR regulations,
that I am being involved in a matter that the Justice Department, two years previously,
has declared unconstitutional?

Foy conceded the opinion was intended to guide government policy rather than
inform citizens, and therefore the citizens would not know of the Justice Department’s
assessment.'3

The Justice Department’s Theodore B. Olson reviewed the ITAR in 1981 and
found Constitutional issues still remained with the regulations.'*® Olson was also
responsible for a 1981 review of proposed revisions to the Export Administration
Regulations, upon which the Commerce Department’s Commerce Control List, used
to regulate encryption the State Department deemed was not dual-use (this would
later become mass-market encryption), was based. Olson judged the regulations to
have a number of unconstitutional applications, and that they should therefore be
substantially revised in order to meet the constitutional requirements.'>’

It would be during the second crypto war the ITAR would finally come under
judicial scrutiny, but the government had many other weapons in their arsenal to
allow them to manage cryptology—one of the most potent was the research funding
provided to academics via the National Science Foundation.

5.10 THE NATIONAL SCIENCE FOUNDATION: THE
CRYPTOLOGISTS” ACHILLES’ HEEL?

The NSA were quickly finding their efforts to limit cryptographic research were
being countered by the academics’ increasingly savvy use of the media. The
agency did not possess the leverage it held over private companies, such as IBM,
who were recipients of large government contracts. The academics were a differ-
ent breed. Their primary obligation was the discovery and dissemination of knowl-
edge. Whilst the academics were also motivated to progress their own careers,
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this ambition was aligned to publishing their research, to not do so would severely
limit their career opportunities. Professors such as Martin Hellman also held ten-
ure at their prestigious establishments, meaning even if their institutions disagreed with
their conflict with the government, it would be extremely difficult to remove them from
their shielded positions as tenured professors. However, universities such as MIT and
Stanford showed little sign of being cowed by the NSA. For the universities, there was
also the possibility of sharing any revenue generated from the patent and business appli-
cations of their employees’ discoveries. However, the academics possessed an Achilles’
heel, that if exploited by the NSA, could provide leverage against them.

In 1950 the National Science Foundation (NSF) had been established as an inde-
pendent agency to “promote the progress of science; to advance the national health,
prosperity, and welfare; to secure the national defense; and for other purposes.”!3
The NSF was one of the primary sources of funding for research conducted at elite
universities, including in the fields of mathematics and computer science. This fund-
ing underwrote the cryptologic advances of the 1970s. Recipients of NSF funding
included Diffie, Hellman, Rivest, Shamir, and Adleman. If the independence of
the NSF were undermined, allowing the NSA to exert its will upon the funding
process and those who received funds, the vast majority of individuals involved in
non-government cryptologic research could potentially be brought under the NSA’s
influence. A clause could be inserted to funding grants allowing the NSA the option
of classifying any resultant discoveries. If the process were part of a pre-agreed con-
tractual arrangement, then no further justification would be needed from the NSA to
classify research, and academics would unlikely have recourse to appeal.

In June 1975, NSF’s Dr. Fred W. Weingarten, Director of Special Projects at the
Division of Computing Research, was told by a grantee and NSA employee that the
NSA “had sole statutory authority to fund research in cryptography, and, in fact,
that other agencies are specifically enjoined from supporting that type of work.”!>°
Weingarten immediately suspended grants related to cryptographic research and
wrote to NSF’s general counsel for advice.!® The NSF legal advisors were unable to
find any correlating legislation, so Assistant General Counsel Jesse E. Lasken called
NSA’s lawyers who also found no such legislation. Weingarten resumed funding
cryptographic research.'!

By April 1977, there was no ambiguity that the NSA were attempting to influence
NSF. Thirty-five-year NSA veteran, Assistant Deputy for Communications Security
Cecil Corry, and his assistant David G. Boak traveled to NSF’s Washington head-
quarters to meet with Weingarten. On the agenda was the NSF’s support for crypto-
graphic research. Corry, second in command at NSA, swiftly informed Weingarten
that an unspecified Presidential Directive provided the agency with “control” of all
cryptologic work, and that in granting funding for research in this area the NSF were
violating that directive. Weingarten explained the incident of several years earlier,
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and that both NSF and NSA lawyers were unable to locate such a directive. An NSA
representative “mumbled that they would have to get such a law passed.” Corry sug-
gested the NSA and NSF “coordinate” the review process for cryptologic funding
applications. Weingarten agreed to send NSA copies of applications for grants, in
part because only their agency had the cryptographic talent to fully assess the pro-
posal’s technical virtue. However, Weingarten added under no circumstances would
the NSF take advice from the NSA should they make recommendations absent justi-
fications—the NSF would not yield to advice such as to “not fund this research, but
we cannot tell you why.” The NSF would continue to bestow cryptographic funding
on the basis of their scientific merit alone, and should the NSA be able to provide
fully documented reasons for refusing a grant based on that criteria, the NSF would
consider the NSA’s recommendations as part of the assessment process.'®?

After their meeting Corry wrote to Weingarten’s boss, John R. Paster, Director of
the Division of Mathematical and Computer Science at the NSF, to express gratitude
“for your willingness to cooperate with us in considering the security implications
of grant applications in this field.”'®3 The message must have taken Weingarten and
Paster by some surprise given this was contrary to the position NSF had clearly
articulated. Paster sent a message back clarifying what had been agreed, and further
stating any review the NSA made of proposals would become part of the public
record.'%4

In an internal NSF memo Weingarten observed, “NSA is in a bureaucratic bind...
NSA is worried... public domain security research will compromise some of their
work...they seem to want to maintain their control and corner a bureaucratic exper-
tise in this field.”'% Weingarten was also concerned about NSA supremacy within
the cryptologic domain:

It seems clear that turning such a huge domestic responsibility, potentially involving
such activities as banking, the US mail, and cable television, to an organization such as
NSA should be done only after the most serious debate at higher levels of government
than represented by peanuts like me.!%

Finally, Weingarten considered the future relations between the NSA and NSF, “no
matter what one’s views about the role of NSA in government, it is inescapable that
NSF relations with them be formal. Informal agreements regarding support of areas
of research or individual projects need to be avoided.”'” It had only taken a few
interactions with NSA for Weingarten to develop an acute sense of the wider con-
text of their requests, and their apparent willingness to deploy subterfuge, such as
referencing seemingly non-existent presidential directives, in order to achieve their
ambitions.

The battle for academic freedom to publish was only just starting in 1977. At
almost the same time, Meyer was penning his letter to the IEEE a new director was

192 Tbid, 764. 195 Ibid, 765.
163 Ibid, 767. 166 Tbid.
164 Tbid, 768. 167 Tbid.



132 Crypto Wars

taking office at the NSA, a director who would step out of the shadows to argue the
future for which the academics were advocating would place US national security
at risk.

5.11 THE CRYPTOGRAPHIC INFORMATION PROTECTION
ACT AND A NEW NSA DIRECTOR

Vice Admiral Bobby Inman rose rapidly through the ranks of the defense estab-
lishment to command, at the age of forty-seven, the NSA and their annual budget
exceeding a billion dollars.'%® During the early years of his career, Inman spent three
years posted to NSA as a SIGINT analyst.'®” In subsequent roles, including that of
director of naval intelligence, Inman was a significant consumer of NSA product,
making him intimately familiar with the dividends of NSA’s cryptologic prowess
when he became NSA director in July 19777 However, during Inman’s handover
briefing from outgoing director Lewis Allen, the subject of public cryptography was
not discussed, and Inman had never heard of the ITAR.'"!

Inman entered a rapidly changing environment. The conflict between academic
researchers and the government was entering a new, more public phase. It was only
a day after Inman assumed his role as director that NSA employee Joseph Meyer
wrote to the IEEE warning against publishing cryptologic studies; Rivest, Shamir,
and Adleman had just made their discovery turning a public cryptosystem from a
theoretical possibility to a practical inevitability, and an academic journal dedicated
to cryptology, Cryptologia, had just launched. Among Cryptologia’s founders was
the eternal thorn in NSA’s side: David Kahn.!”?> Writers at Science magazine and The
New York Times in particular were ensuring the scholars had a megaphone through
which to project their frustrations with government policy. Whilst many academics
reiterated the need for cryptography to protect privacy, they equally were using the
language of commerce to appeal to a broader audience. Government actions restrict-
ing the global expansion of the American technology sector would be much harder
to justify than actions to restrict privacy in favor of security. The NSA was still by
far the dominant cryptologic power, but even a casual observer could extrapolate the
direction of travel, and Inman was an elite officer at the head of an elite spy agency—
he understood a new strategy was required.

Declassified NSA documents show following the controversy of the Meyer inci-
dent, Inman ordered a study of the challenges external cryptologic advances pre-
sented, and solution possibilities. Inman’s staff offered three options. Firstly, they
could do nothing, as further “public discussion would heighten awareness of crypto-
graphic problems and could lead to nations buying more secure crypto devices,” in
particular they were concerned about this occurring in the “third world.” Secondly,
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NSA could seek new legislation to strengthen their ability to manage public cryptol-
ogy. A final option was to “try non legislative means such as voluntary commer-
cial and academic compliance.” Inman chose legislation. The head of NSA’s legal
team, David Silver, circulated a draft proposal of a new Cryptographic Information
Protection Act. As part of the act a new entity, the US Cryptological Board would
be created to “restrict dissemination of sensitive cryptological material for up to five
years.” The board would have the power to impose “severe penalties” for violation of
the act, including five years in prison and a ten-thousand-dollar fine.'”?

However, the decision did not stand. Inman subsequently recognized it was
unlikely the Cryptographic Information Protection Act would pass through
Congress.'™ Declassified documents observe, “NSA’s proposed legislation would run
against a strong movement in the opposite direction in both Congress and the White
House, where the desire was to unshackle US commerce from any sort of Pentagon-
imposed restriction on trade.”'”> The 1970s had not been kind to the American
intelligence apparatus—the agencies’ reputations were decimated by several public
inquiries, most notably that of Senator Frank Church. Whilst the NSA’s new crypto-
logic legislation was being discussed at Fort Meade, President Carter, installed in the
White House since January 1977, had issued Presidential Directive 24 (PD24), the
administration’s National Telecommunications Protection Policy.

PD24 clearly indicated the executive desired increased protections across the
communication spectrum. As well as providing protection for classified communica-
tions, the directive instructed, “Non-governmental information that would be useful
to an adversary shall be identified and the private sector informed of the problem
and encouraged to take appropriate measures.”'’® The Directive stated, “the respon-
sible agencies should work with the FCC [Federal Communications Commission]
and the common carriers to adopt system capabilities that protect the privacy of
individual communications.”'”’ Furthermore, PDP24 indicated, “the laws which pro-
tect against criminal domestic acts such as wiretaps or intercept shall be strictly
enforced”—whether this statement was aimed at federal agencies, or the general
public, is unknown.!”® PD24 also assigned responsibility for “commercial applica-
tion of cryptographic technology,” not to the Defense Department, the NSA’s par-
ent body, nor to the State Department where the ITAR powers resided, but to the
Commerce Department, the federal apparatus’ economic hub.'”® There was no men-
tion of the control of cryptology in the directive, despite its signatory being Zbigniew
Brzezinski, Carter’s National Security Advisor.

Within the context of PD24, the media battles over cryptologic policy, and the
numerous congressional inquiries of recent years, Inman withdrew his decision of
pursuing legislation to limit cryptology in favor of working with the academics to
try to find a compromise solution to satisfy both parties. But, before Inman could
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launch his charm offensive, two incidents took place that further damaged the NSA’s
reputation.

5.12  NSA CLASSIFIES CRYPTOGRAPHIC INVENTIONS

In October 1977, Professor George Davida of the University of Wisconsin applied,
under the banner of the Wisconsin Alumni Research Foundation, to patent a device
he and colleague David Wells created to apply a mathematical algorithm to produce
stream ciphers.'3° Davida’s work, like many other academics, was funded by the
National Science Foundation. For half a year, there was silence from the patent office
until April 1978, when a secrecy order was issued.!s!

Davida was not alone, that same day another secrecy was issued to a small group
of West Coast inventors, led by Carl Nicolai.'®? For five months, Nicolai’s group had
waited for a patent to be granted on their “phasorphone”—a voice scrambler allow-
ing encryption of citizen band radios and telephones.'®3 The group estimated their
device would sell for around one-hundred dollars and would have a large commer-
cial market.'8

The Invention Secrecy Act (ISA) became law during 1917 as a wartime mea-
sure designed to prevent the publication of inventions that may “be detrimental to
the public safety or defense or might assist the enemy or endanger the successful
prosecution of the war.”'8 The Act ceased at the end of the war, though was reacti-
vated during World War Two; when hostilities concluded, the ISA again expired.!3
However, by 1951, the law had been reactivated. It was this legislation being used
against Davida, Wells, and Nicolai.

Werner Baum, Chancellor of the Milwaukee campus of Wisconsin University,
hearing of the secrecy order placed upon Davida, wrote to NSF Director Richard C.
Atkinson arguing:

At the very least, an effort should be made to develop minimal due process guarantees
for individuals who are threatened with a secrecy order. The burden of proof should be
on the government to show why a citizen’s constitutional rights must be abridged in the
interests of “national security.”'8’

Baum suggested a judge, rather than an “unknown defense agency,” should deter-
mine the validity of the government’s claims.'®® Without such a mechanism, Baum
told Atkinson, “both individual rights and scientific research may suffer irreparable
damage.”®® Baum contacted Commerce Secretary Juanita Kreps to inform her of
the threat to both research and business as a result of the government’s actions.!*°
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Baum also won the support of Senator Warren Magnuson.'”! Baum enlisted Deborah
Shapley of Science magazine to help spread word of the NSA’s attempts to prevent
encryption reaching the masses. Baum told Science magazine the government’s
approach was reminiscent of McCarthy-era tactics against universities, and chal-
lenged the constitutionality of the ISA: “How can some unknown bureaucrat classify
an individual’s research activity without any justification or due process?” he asked
in the article. Davida explained he was instructed by the secrecy order not to write
about, or discuss the principles of his design. Davida told Shapley the secrecy order,
“was worded so broadly, it could have meant that I couldn’t talk about any of the
mathematical theory underlying cryptography or my related research.”!*?

At first, the NSA did not comment on the case. However, Inman later argued
academic freedom was not being challenged, “there was a campaign that the imposi-
tion of the secrecy order interfered with the academic freedom of the investigators.
I think that was a bum rap and I so told the Chancellor [Baum].” Inman argued, “if
the individual had elected to publish in academic journals there would have been no
question of a secrecy order,” it was only as Davida sought a patent, and to profit finan-
cially, that such a secrecy order was possible. In what could have been interpreted as
a concession, Inman stated, “we’re going to be dialoguing with the Commerce and
Defense departments over whether the existing procedures are adequate.” The NSA
director suggested there was room for improvement in the process, stating, “Baum
told me that Davida got a cold postcard in the mail...you ought to be able to tell a
person why the order is being imposed.”'*3

The secrecy order against Davida was lifted on June 13. Inman commented its
issuing was a “bureaucratic error,” that the information in question had already
appeared in the open media, so it was not possible to issue a classification order.
Inman also spoke of the process of dealing with such issues at NSA. Secrecy order
decisions were taken at a “middle-management” level, and, like in all government, it
was easy to classify, but very hard to challenge whether such an action was justified.
Inman said secrecy order decisions would in future go through a senior committee
as a safeguard against errors.!*

That revised NSA process for issuing secrecy orders was established when
Nicolai’s invention was reviewed. Inman acknowledged he himself ordered Nicolai’s
secrecy order:

there was disagreement amongst the reviewing principles as to whether it merited clas-
sification or not. And, given the disagreement, I elected to ask for the secrecy order...
where there is uncertainty I believe we should err on the side of national security.'®3

The NSA offered to pay Nicolai damages in compensation for their classification of
his invention, but Nicolai cut all communications with the NSA.°¢ The inventor told
an Associated Press reporter that his secrecy order:
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appears part of a general plan by NSA to limit the privacy of the American people...
they’ve been bugging people’s telephones for years and now someone comes along
with a device that makes this a little harder to do and they oppose this under the guise
of national security.!’

On October 11, the secrecy order against Nicolai’s invention was revoked. The NSA
did not state what prompted the withdrawal. Inman did, however, tell Shapley he
believed in both cases the inventors used the press to manipulate the NSA; he com-
mented that Davida, “was very bright and realized that if you go to the media you
are likely to get the attention of the top faster than through routine appeals.” Both
Davida and Nicolai denied approaching the press. Davida stated that the reporters
who approached him after the secrecy order’s imposition already knew he was not at
liberty to speak about his invention.!?®

In testimony to US Congress in 1980, Inman reflected his agency’s actions were
“a well-meaning attempt to hold the line that had clearly already been passed,” he
stated the decisions were made “in the heat of battle,” and that “from dealing day
to day with the Invention Secrecy Act, you have to make snap decisions.”!® Inman
defended the ISA itself, arguing the problems arose not from “a faulty law but inad-
equate government attention to its application.”?° Inman revealed when he took con-
trol of the agency, two-hundred and fifty-seven NSA secrecy orders were in effect.2"!
By the time of the hearing, Inman had reduced that number to seven, of those six
dated from the 1930s, and the last he believed was from 1967.292 NSF’s general coun-
sel, Charles H. Herz, would also later comment, “Maybe patents aren’t the best way
to police this thing [academic research]...anything in a patent that arises from uni-
versity research has probably already been published.”?%}

5.13 THE SKY IS FALLING: NSA ENGAGE ACADEMIA
AND TAKE THEIR MESSAGE PUBLIC

Inman’s first major public engagement was in October 1978. Science magazine had
been the chief amplifier for the discontent academic cryptographers, it was this pub-
lication to which Inman awarded his first interview.

Deborah Shapley interviewed Inman who explained his aspiration to engage in a
dialogue with the academic community. Inman wanted to explore the implications of
cryptologic research, and discuss the circumstances which could lead to academics’
work becoming classified. Inman explained, “one motive I have in this first interview
is to find a way into some thoughtful discussion of what can be done between the two
extremes of ‘that’s classified’ and ‘that’s academic freedom.” Inman told Shapley,
“as we have moved into burgeoning public interest in public cryptography, a substan-
tial volume of unfavorable publicity has occurred with no counterbalance...to point
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out that there are valid national security concerns.” Inman admitted he was troubled
by such coverage as “it could hurt our [the NSA’s] ability to recruit and retain some
of the brightest talent...we can’t afford to leave an impression in the academic world
of being a devious or bumbling bureaucracy.”?%*

Shapley wrote that during the interview Inman “implied, but did not promise, that
the administration might propose legislation on the issue in the coming months.”
Inman explained, “By the time we get through there will be a vast array of people in
the executive drawn into this. There will be a debate between the administration and
the academic community.”2%

The response to the Director’s engagement with the public was positive. Senator
Frank Church welcomed the speech, “We must strive to find a proper balance between
governmental accountability and executive secrecy. This interview would seem to
be another step in that direction.”?°® The Chief Counsel during Church’s inquiries,
F.A.O. Schwatz, was amazed at the Director’s interview noting, “back when we dealt
with the NSA they considered it dangerous to have even senators questioning them
in closed session.”?07

Inman traveled to universities to take his message directly to the scholars in
what David Kahn called a “soft sell to get them to lay off.”2% Upon his visit to
Berkley, Inman recalls, “for an hour, it was a dialogue of the deaf,” with the faculty
until the vice president of the university, Michael Heyman, asked what the solution
would be if they did accept the Admiral’s premise that national security was being
endangered by cryptologic research.?”” From that point, according to a declassified
NSA document, the debate was “a rational discussion of compromises.”?!” The fac-
ulty requested an “honest broker” to explore the issue further.”!! In a later meet-
ing between Inman and NSF Director Richard Atkinson, the American Council of
Education was suggested as such a body; Atkinson agreed the NSF would fund a
study group on options to accommodate cryptologic research whilst balancing the
requirement of national security.??

Inman also called Martin Hellman to request a meeting. ‘“He actually initiated the
contact against the better advice of everyone else at NSA,” Hellman says.”'> When
they met, Inman joked, “It’s nice to see you don’t have horns,” leading Hellman
to believe, “NSA must have depicted me as a devil.” Hellman returned the same
comment to Inman, having long seen himself as the Luke Skywalker to the NSA
Director’s Darth Vadar.?"* Inman recalls he liked Hellman, and comments, “I think
he [Hellman] was impressed that I had driven down to see him.”?’> Hellman com-
mented, “Inman is a very thinking individual and we got to know each other.”?'6
Whilst their relationship was cautious at first, Hellman recounts the two developed
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a “friendship as we came to appreciate one another’s concerns.”?'” They agreed to
work together to progress the dialogue between academia and the government.?'3

In January 1979, Bobby Inman spoke at a gathering of the Armed Forces
Communications and Electronics Association —it was the first time an NSA Director
had ever made such an appearance. Inman’s speech opened by addressing the cov-
enant of secrecy he was violating: “A public address by an incumbent Director of
the National Security Agency on a subject relating to the Agency’s mission is an
event which—if not of historic proportions—is at least, to my knowledge, unprec-
edented.”?" Inman assured the audience that his agency “serves the government and
the people of the United States extraordinarily well in its performance,” and such
service has rested “on maintaining a high degree of secrecy about all aspects of its
intelligence mission...consequently, the agency has traditionally engaged in secrecy
to an extraordinary extent.”??° Inman explained, “Until recently, the agency enjoyed
the luxury of relative obscurity. Generally unknown to the public and largely uncon-
troversial, NSA was able to perform its vital functions without reason for public
scrutiny or public dialogue,” he recalled nostalgically, “NSA’s particular field of
technical mastery, cryptology, was of little public interest, except for a few hobbyists
and historians.”??! However, Inman acknowledged the situation had changed:

One result of these changes is that the agency’s mission no longer can remain entirely
in the shadows...There is a very real risk that in the absence of a prompt and seri-
ous effort to confront and resolve these issues, damage will be done to the national
security.???

Inman explained in stepping from the shadows he was, “striving to open up a dia-
logue.” Inman hoped, “such a dialogue will lead to better understanding by all par-
ties and eventually to the development of an approach to the problem in which the
legitimate interests on all sides can be accommodated.” The Director expressed his
wishes to, “earnestly solicit your views and your help over the coming months and
years.” Inman stated he was “not saying that all nongovernmental cryptologic activ-
ity is undesirable,” in fact he believed in “advancing the state of the cryptographic
art in ways beneficial to both public and private interests.”???
The Director turned to the public perception of his organization:

the Agency’s role has been widely misrepresented...NSA’s actions were attacked as an
attempt to prevent the American public from enjoying telecommunications protection
so as to permit NSA to intercept domestic communications. Nothing could be further
from the truth. NSA has no interest in, and indeed is legally precluded from intercept-
ing domestic communications. These legal restrictions, formerly imposed by executive
order, have been embodied in the recently passed Foreign Intelligence Surveillance
Act [FISA] of 1978.224
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Regarding the NSA’s involvement in the DES project, Inman stated the agency was
the subject of “untrue and irresponsible allegations,” and that allegations of the
agency weakening the algorithm were “totally false.” Inman stated, “The implausi-
bility of the public allegations is further demonstrated by the fact NSA has endorsed
the use of DES for the encryption of national security-related information, including
selected classified information.”??>

Regarding allegations of suppression of academia, Inman reiterated Joseph
Meyer’s letter was an “unfortunate incident” and referenced the Senate Select
Committee, who Inman says, “found that the letter in question was entirely a per-
sonal initiative, had not been sponsored by the agency, and did not represent any
attempt by the agency to inhibit scholarly activity.” Inman also refuted the NSA
exerted any undue influence over the NSF, “While NSA does play a peer review role
with respect to such [cryptological] applications...that role has been limited to com-
menting on the technical merits of the proposal.””??

Inman acknowledged the “ambiguities in the definitional provisions of the ITAR
could be viewed as inhibiting international scholarly exchanges on matters relating
to cryptology.” Additionally, Inman stated, “Another ambiguity in the regulation
could be viewed as imposing a requirement of prior governmental review on domes-
tic scholarly publications.” The NSA had raised these potential interpretations with
the executive and Inman reported, “As a result of NSA initiatives, I understand that
the Office of Munitions Control is reviewing the matter, and, if appropriate, will
issue a clarifying statement.”??’

Inman stated that the aggregated coverage of alleged NSA counter-cryptography
activities:

paint a false picture of NSA as exerting some kind of all-powerful secret influence
all over the government from behind closed doors. I can assure you from eighteen
months experience that this is far from reality. The truth is that the legal resources of
the Federal Government to control potentially harmful nongovernmental cryptologic
activity are sparse.??®

Inman stated rather than having too much power to control cryptological activities,
his concern was that “the government has too little.”??® Whilst the ITAR did prevent
the export of harmful cryptologic equipment and technical information, Inman stated
that the other key legislation, the Inventions Secret Act, offers only a “very limited”
possibility of classifying potentially harmful inventions.?*® Inman explained, “I say
‘very limited’ because the Act applies only if an application for patent is made and,
obviously, is effective only to the extent public disclosure has not already occurred
before the secrecy order is issued.”?3! The Director stated:
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In sponsoring secrecy orders under the Inventions Secrecy Act, the Agency’s sole con-
siderations is the detrimental effect on the agency’s mission, and thus on the security
of the United States, that would result from the proliferation abroad of sophisticated
cryptological technology.?*

For both powers, Inman pointed out, “NSA plays a technical advisory role but is not
the final decision-making authority.”?** Inman warned:

Application of the genius of the American scholarly community to cryptographic and
cryptanalytic problems, and widespread dissemination of resulting discoveries, carry
the clear risk that some of NSA’s cryptanalytic successes will be duplicated, with a
consequent improvement of cryptography by foreign targets.?**

Inman was also concerned the devices NSA developed for secure US government
communications would be “rendered ineffective by parallel nongovernmental cryp-
tologic activity and publication.” Inman concluded, “I have a deep conviction that
the...missions entrusted to the Agency are in peril.” Inman continued, “While I can-
not go into further detail without exposing matters that must remain secret, I can tell
you that I have not lightly accepted the position that unrestrained nongovernmental
cryptologic activity poses a threat to the national security.”>%

Inman commented that NSA’s concerns ‘“‘should not lead to the conclusion that
nongovernmental cryptologic endeavor must somehow be halted. I think such a step
would be a disservice to everyone.” Inman’s position on export controls was clear:
regulations should be strengthened on the transferring of cryptologic equipment and
supporting technical information. Nonetheless, Inman conceded, “At the same time,
it should be clarified, and will be, so as to leave unfettered the free flow of basic
research and scientific information among scholars in different countries.”?3

Inman’s position on internal restrictions was more complex. The Director stated
that any restrictions placed on domestic dissemination of cryptologic knowledge
would have to meet several criteria, including:

* The restriction should apply only to a central core of critical cryptological
information that is likely to have a discernible adverse impact on National
Security

e Law and regulations should make these criteria as clear as is possible with-
out revealing information damaging to the National Security

* The burden of proof in imposing any restriction on dissemination should be
borne by the government

e There should be judicial review of any such government action, perhaps by a
specially constituted court that could act under suitable security precautions
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e There should be full, fair and prompt compensation for any company or
person losing the economic benefit of information by virtue of government-
imposed restrictions on dissemination?’

Inman stated that it was for the executive to consider further legislation, though such
considerations should take place immediately.?3®

Inman concluded, “In the coming months, NSA will be undertaking discussions
with the industrial and scholarly communities for purposes of better understand-
ing the diverse points of view to be found in the private sector, and...of stimulating
consideration of alternative possible solutions,” also adding a plea for cooperation: “I
solicit your participation in this process.”?%

In the following days and weeks, Inman’s address would become known as the
“sky is falling” speech, on account of his fears of the harm cryptography could
impose upon national security, and that his agency was absent of the tools to confront
resulting threats.?4°

Inman later reflected the dialogue with academia was proceeding well as a result
of his outreach. Inman commented the two sides were exploring regulations, not
necessarily legislation, to achieve both parties’ aims. Inman noted, “we deliberately
on both sides, have not sought publicity for that effort because we were eager to let
the dialog continue without the need to posture in public from either side.” Inman
said academia was keen to engage rather than have a “fait accompli” imposed upon
their community—he was optimistic progress could be achieved.?*!

5.14 PUBLIC CRYPTOGRAPHY STUDY GROUP
AND THE VOLUNTARY REVIEW SYSTEM

In order to further the academic dialogue Inman desired, a Public Cryptography
Study Group?*? was established under the auspices of the American Council on
Education and funded by the NSF. The group comprised individuals recommended
by the elite technical and academic bodies of America, included several people
who had previously clashed with the NSA, such as George Davida, Werner Baum,
and Martin Hellman. The NSA was represented by their general counsel, Daniel
Schwartz. Between March 1980 and February 1981, the study group deliberated
potential options to continue ‘“the tradition that scholarly publication should be
free from restrictions,” whilst minimizing the consequential impact on the NSA’s
national security mission.?*3
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The Study Group’s report outlined a number of points they considered during
their deliberations. The report noted there remained disagreement within the gov-
ernment itself, with the Commerce Department assessing, “the availability of techni-
cal data that are of significance to U.S. national security and foreign policy interests
is likely to be minor,” whilst the Departments of Defense and State, “continued to
emphasize the need to effectively control technical data.”>**

The report considered the implications of the First Amendment noting, the free-
dom of speech and expression provisions in the constitution were generally, “opposed
to both pre- and post-publication restraints.”?*> Whilst the authors noted historically
opposition to censorship regarding political or social thought was strongest, courts,
“have assumed without debate that information of a technological or scientific nature
is subject to first amendment protection.”?*® The study group commented freedom of
expression is historically related to four traditional and interrelated values:

1. Individual self-fulfillment

2. The advance of knowledge and the discovery of truth

3. Participation in decision making by all members of society

4. Maintenance of the proper balance between stability and change®¥

The authors commented, “writings on cryptology are closely related to first and sec-
ond, if not also to third and fourth. That speech falls within the protection of the First
Amendment, however, does not mean that it cannot be regulated.”?*3

When considering possible solutions to the cryptology conundrum, the group
rejected any statutory solution, for reasons including:

e The group were unable to validate the severity of the threat to national
security, nor the economic or social impact of a pre-publication statutory
review process

¢ Defining the scope of cryptological knowledge to be covered would be
challenging

e Any such legislation would be against the “legal and political history of the
First Amendment”

e Any system of prior review would be much more successful if researchers
supported the system; a statutory approach was unlikely to generate such
support>#

Whilst the study group did not feel they could quantify the damage cryptologic pub-
lishing could cause, they did accept “as a working premise Admiral Inman’s con-
cerns that some information contained in some articles...could be inimical to the
national security.” As a potential solution, the group recommended a “non-statutory
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system designed to test on an ongoing basis Admiral Inman’s hypothesis, which
depends for its success on the voluntary cooperation of those whom NSA might seek
to regulate.”?>°

The voluntary solution would include an “advisory committee cleared to a level
that enables it to test adequately our working premise on an on-going basis.”>! The
group highlighted the challenge such a system, devoid of legal powers to implement
their will, would provide to the NSA:

The implementation of this system will require that NSA convince authors and pub-
lishers of its necessity, wisdom and reasonableness. We believe that NSA will be able
to be convincing if it establishes a record in its dialogues and administration that evi-
dence sensitivity, narrow application and remedies, and a sense of reasonableness to
those who are asked to cooperate.??

The study group commented whilst NSA would have to convince researchers to
engage, they believed “many researchers would welcome an opportunity to find out
in advance whether what they plan to publish would directly and substantially risk
compromising national security interests.”?>?

The authors outlined the following six steps of their proposed voluntary submis-
sion system:

1. NSA notifies cryptological community of its desire to review manuscripts
prior to publication

2. NSA and technical societies define as accurately as possible the criteria for
the types of cryptological data it wishes to review

3. NSA invites academics to submit manuscripts prior to publication

4. NSA assures prompt responses to submissions and would provide expla-
nations, to the greatest degree possible, of any requested alterations or
deletions

5. Where there were disagreements, NSA provides an opportunity for prompt
review by the advisory committee (comprised of two people appointed by
the NSA Director, and three people appointed by the science advisor to the
President, who in turn would select their appointees from a list provided by
the President of the National Academy of Science). The committee would
provide recommendations to the NSA Director

The final step was written to accentuate the voluntary aspect: “There would be a
clear understanding that submission to the process is voluntary and neither authors

nor publishers will be required to comply with suggestions or restrictions urged by
NSA.»24

20 Tbid, 138-139. 253 Tbid.
1 Tbid, 139. 24 Tbid, 139-140.
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There was a single dissent from the group: George Davida, who wrote:

While the PCSG has retreated from recommending model legislation, its actions are
still troublesome. The very recommendations that restraints be put into effect, even
if voluntary, is dangerous. There already is talk of a trial period to see if the NSA is
happy about the outcome.?>

Davida continued implying that if the researchers did not comply in full as part
of the voluntary system there was “clear indication...legislation will be sought.”>>¢
Davida attempted to undermine the recommendations of the study group by attack-
ing whether the constituent members were qualified to advise on the topic: “The
majority of the committee members are not researchers in data security or cryptog-
raphy or computer science or engineering.”>’ Davida concluded, “I find NSA’s effort
to control cryptography to be unnecessary, divisive, wasteful, and chilling. The NSA
can perform its mission to the old-fashioned way: STAY AHEAD OF OTHERS.”?%¢
Despite Davida’s objections, the voluntary review system was adopted shortly after
the public cryptography study group issued their recommendation.

Michael Heyman, Chancellor of Berkley, believed only some people would sub-
mit to the voluntary system to start with, however:

if the people who go along with it think they’re being handled decently by NSA, and that
very few requests are being made and they’re minimal kinds of requests that seem reason-
able under the circumstances, then I would expect that more people would join in.>*

A declassified NSA document reveals as the system progressed, “the committee
requested very few changes to proposals, and most of these were easily accom-
plished.” The document also states the NSA believed the prepublication review pro-
cess turned out to be “less of a real than an imagined threat to First Amendment
freedoms.”260

5.15 ADLEMAN RECEIVES FUNDING FROM
AN UNWANTED SOURCE

In the midst of the Public Cryptography Study Group’s review, another incident
occurred to further damage the NSA’s reputation.

Once again, Science magazine was at the nexus of the debate. In mid-August
1980, Gina Kolata received a telephone call from Leonard Adleman, the “A” from
RSA. Adleman recalls his words to Kolata: “Here’s a story you might be interested
in,” he told the reporter. “The NSF, you know the leading sponsor of pure research
in our country, and the NSA, you know that secret agency that does intelligence

255 Davida, 1981, 147. 258 Tbid.
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work...they seem to be collaborating now.”?¢! Adleman explained to Kolata that
researchers periodically have to apply for funding from agencies such as the NSF.
Over the previous months, he had been going through the “ritual dance” when he
received a call from Bruce Barnes at the NSF on August 14. Barnes said, “Love your
stuff, Len. We're going to fund it. Oh, by the way, the National Security Agency is
going to fund that part involving cryptography.”?¢?> Adleman replied, “I didn’t submit
a proposal to the NSA, I submitted it to the NSF, right?”” Barnes answered, “It’s an
interagency matter.”?%3 Adleman recalls, “In my mind this threatened the whole mis-
sion of a university, and its place in society.”?%4

Kolata was interested and published Cryptography: A New Clash Between
Academic Freedom and National Security: NSA Seeks To Influence Science Policy
the following week.?6> Kolata wrote:

Ever since academic scientists took an interest in cryptography, they have had the feel-
ing that the NSA was breathing down their necks. They have been told that their work
may threaten national security and that it may be necessary to institute prior restraints
on their research.2¢

In the article Adleman stated, “In the present climate, I would not accept funds from
the NSA,” since he was worried any implicit commitments such an acceptance could
entail, such as giving control of his research to the Agency; would they be able to
simply classify his findings, and if he refused would his funding cease? Adleman
referred to the NSA-NSF collaboration as “a very frightening collusion between the
agencies.” Ron Rivest also worried about NSA’s mission creep beyond purely crypto-
logic research, he explained that Adleman’s research, “has to do with a fundamental
understanding of what it means for a computation to be hard or easy.” Rivest told
Kolata, “I’m shocked, what worries me is that the line [between what is and what is
not cryptology] is being pushed in a way that affects our ability to do basic computer
science research.”2%7

The day after Adleman called Kolata, he received another call, from Bobby Inman
himself. Inman told Adleman there had been a misunderstanding, but Adleman did
not want to engage, he recalls thanking the NSA Director for the call, but told him,
“I think this is probably something that’s going to be worked out in the open as part
of the political process.”?%8

Having failed to placate Adleman, Inman was keen at least to have the NSA’s
perspective included in the media coverage. Inman told Kolata the NSA became
interested in funding cryptographic two and a half years ago, when academic activ-
ity in the field increased. Inman told Kolata the NSA engaged with then NSF director
Richard Atkinson, “we got authority, good ideas and help from Atkinson.” Since that
conversation, all cryptological funding requests were sent to the NSA for review.

261 Adleman, 2016, 85:07. 265 Kolata, 1980.
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Eventually, the NSA was ready to start funding research: “I wrote to [Donald]
Langenberg [the then NSF Director], suggesting that these would be good ones on
which to start,” Inman says. The selected applications were for Rivest and Adleman.
Rivest’s case was yet to move forwards—Adleman was the first to be approached.?®®

Addressing the concerns of what would happen should Adleman refuse to have his
work classified after accepting NSA funding, Inman said, “we would not automati-
cally classify the work. We would want to discuss with him [Adleman] the possibility
of classifying it.” Inman admitted they would try to convince Adleman classification
was necessary. Kolata wrote Inman believed that he was being “entirely reasonable,”
and the agency’s funding of cryptographic research would work. “We just need two
or three people who aren’t scared to death of us. I really am dealing with sociological
problems on both sides.” George Davida told Kolata such a system of NSA fund-
ing or no funding could endanger researchers’ careers: “I really don’t think Inman
understands how the university and academic community works...Adleman is not
tenured at MIT. If he begins to have trouble getting funded or publishing his research
it could literally ruin his career.”?’°

NSF themselves declined to enter into a full discussion with Kolata—Langenberg
told Kolata that having only been in post two months, he was still finding his bear-
ings. However, with regards to cryptology Langenberg confessed, “we’re still trying
to work out a policy”; Kolata concluded her article stating if the NSF did not decide
its position quickly, it would likely lose any choice in the matter and academic scien-
tists would pay the price.?”!

On October 9, 1980, both the NSA and NSF traveled to the White House to meet
with the administration’s Science advisor, Frank Press. It was decided both NSA
and NSF would continue to fund cryptology research, the NSA would continue to
require grant recipients to submit articles to the agency before publication, but would
not expect to classify research it supported. It was agreed Adleman would have the
option of accepting NSA funding, or opting for NSF to finance his research—he
chose the latter. Adleman subsequently commented on his decision, “On a personal
level I saw myself as a pure scientist and my natural affinities were to be funded by
NSE.’?22Adleman also said, “it was clear that there would be a national debate on
the issues and I didn’t want any action I might take to be misconstrued as suggest-
ing that the NSA had a compelling case that they had a role to play in the scientific
process.”?7

Once again, public exposure had quickly led to a resolution to the academic’s
satisfaction.

Inman wrote to Hellman on November 22, 1980, stating, “NSF is going to fund
Adleman’s research, with no objection from us”; the director thanked Hellman for
his assistance in helping mediate between the two parties, saying, “I remain very
grateful for your fast action which let us defuse a situation created elsewhere.” Inman
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wrote he regretted Adleman, “apparently harbors dark suspicions,” and “George
Davida and Gina Kolata still only see evil.” In a sign of the growing cooperation
between one of America’s most prominent cryptographers and its most senior sig-
nals intelligence officer, Inman thanked Hellman for his support with the Public
Cryptography Study Group: “Your part in making this possible has been significant.”
Inman stated he “freely support[ed] the innovative voluntary effort,” and hoped “the
idea of legislation can be put on the back burner and give cooperation a free hand.”
Inman signed the letter “Bob.”?7*

The dialogue the director desired, whilst tumultuous at times, and potentially not
consistently delivering the ideal outcomes, was established.

5.16 VOLUNTARY REVIEW LOSES ITS EFFICACY

In the late 1980s the weaknesses of the voluntary review system became increas-
ingly evident with the actions of John Gilmore, co-founder of both the cypherpunks
and the Electronic Frontier Foundation. In mid-1989, Ralph Merkle, an early pio-
neer of public key cryptography, and collaborator with Diffie and Hellman, wrote
a paper entitled A Software Encryption Function.?”> The paper described how to
achieve faster and more efficient encryption using two block ciphers named Khufu
and Khafre.

Merkle was working at Xerox when he wrote the paper, and therefore Xerox sub-
mitted the paper for voluntary NSA review. Xerox hoped to subsequently gain export
permission for products that used Merkle’s innovation—getting NSA acquiescence
for publishing Merkle’s work would greatly aid that ambition.?’® Before submission to
the NSA, Merkle shared his paper with a number of other researchers for comment,
when one of those researchers found out the NSA may seek to restrict its dissemina-
tion they passed it to Gilmore.?”” Gilmore had a reputation for being a purist when
it came to the hacker dictum “Information wants to be free.” Gilmore published the
information online in the popular Sci.Crypt UseNet forum on July 13, 1989, writing,
“Ralph Merkle called me today to let me know that Xerox was not going to let him
submit his paper...for publication.”?’® Gilmore explained, “The story is that a divi-
sion of Xerox sells a lot of stuff to NSA and they threatened to pull their business if
Xerox publishes it...Happily, however, I do not sell anything to the NSA.”27

Merkle commented the next day that he was “embarrassed” with Gilmore’s
actions; “the decision by Xerox to defer publication of a portion of my work is one
that I both understand and fully support.” Merkle added, “at no point has NSA said
or suggested that there would be an adverse effect on Xerox should Xerox pursue
publication.”?89 Merkle requested Gilmore cease distribution of the article, though
given the nature of the Internet it was very much attempting to close the stable door
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after the horse had bolted.?8! William Spencer, Xerox’s vice president for research
also denied any pressure, stating it was a business decision not to publish Merkle’s
research.?®> When NSA spokesperson Cynthia Beck was asked about the review of
Merkle’s paper by New York Times journalist John Markoff, she stated there was no
record of a review. However, she did say that around ninety-three percent of papers
submitted to the review process were approved by the agency.?®?

Whether the NSA requested the paper not be released, or whether Xerox took
the decision based on preserving their business relationship with the government,
or possibly to turn Merkle’s discovery into a commercial secret ahead of seeking a
patent, it was clear the mechanisms for preventing dissemination of academic papers
were increasingly infeasible in the Internet era when global dissemination was at a
click of a button. The university practices themselves, such as sharing pre-publica-
tion articles with colleagues to solicit their comments, had always been incompatible
with the NSA’s review process. By the time a paper was considered for classification,
many would already have inputted to refining its contents and held copies of the
paper, now with growing academic interest in cryptology and the Internet’s expan-
sion providing an easy means of mass dissemination, the system’s efficacy was fur-
ther eroded.

5.17 THE FIRST CRYPTO WAR: SUMMARY

With the settlement of the freedom of publication issue, the major conflicts of the
first crypto war drew to a close. Throughout the eighties there were further skir-
mishes, but it would not be until 1991, when Phil Zimmermann developed an imple-
mentation of public key cryptography suitable for home computers, that the second
crypto war would commence.

The cryptologic community continued to coalesce at both a national and inter-
national level. In 1981, the first crypto conference was held at Santa Barbara,
University of California. Initially it was to be a one-time gathering, but the future
father of cryptocurrencies, David Chaum, took the lead in turning the gathering into
an annual event.?$* Chaum would subsequently be among the founding members of
the International Association for Cryptological Research. The first crypto war had
been predominantly waged by isolated individuals, such as Diffie and Hellman with
support from journalists such as Gina Kolata, the next would be fought by organized
groups, the digital civil liberties organizations, with the cypherpunk mailing list
providing the ideological nexus.

Throughout the first crypto war, a series of Senate inquiries were taking place into
illegal intelligence activities, the suspicions these hearings inculcated often set the
tone for exchanges between academia and the government. The damaging findings
of those inquiries color relations between the communities to the present day, but the

281 Tbid. 283 Tbid.
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more immediate effect was the passing of the Foreign Intelligence Surveillance Act
(FISA) in 1978.2%5 FISA provided additional protections for domestic citizens and
legal checks against the NSA’s power, such as the requirement for the government to
destroy any internal US communications where accidentally collected.?8

David Kahn, who inspired a generation of cryptologists and caused the NSA so
many headaches eventually donated his extensive primary source documentary col-
lection to the National Cryptologic Museum, a part of the NSA. Perhaps in a sign that
a new generation of NSA leadership recognized Kahn’s contribution to cryptology,
he would serve as NSA’s scholar-in-residence in 1995.

In December 1997, the story of public key cryptology took another turn. NSA’s
British equivalent, the Government Communications Headquarters (GCHQ),
revealed one of their own mathematicians, James Ellis, had discovered public
key encryption in 1970.287 By 1974 Clifford Cocks and Malcolm Williamson had
developed the idea further into the equivalent of the Diffie-Hellman and RSA algo-
rithms.?%® Cocks comments he thought of RSA “in my head overnight,” and then,
rather than writing it down, “kept it in my head overnight.”?% Cocks explains when
Ellis came up with the idea, “people weren’t sure, which shows the extent of the
revolution.”?* Then GCHQ Chief Scientist Ralph Benjamin comments:

When I became GCHQ chief scientist in 1971, I was briefed by Dr Gerald Touch, my
predecessor, that...James Ellis had produced papers about what [Ellis] called “non-
secret encryption.” Touch had consulted Hugh Alexander, the head of cryptography
and Shaun Wylie, the chief mathematician, and I believe Denis Mardle, who was des-
ignated to succeed Wylie, and they said “non-secret cryptography” was garbage.?!

Benjamin adds:

Ellis’s was a philosophical presentation...[his] paper discussed the mathematical
requirements to achieve this, but had no practical suggestions to offer. I got the kernel
of Ellis’s idea, and I went to Nick Patterson, and said, “Can you look at this and devise
a suitable function?”.. .Patterson came back with Cliff Cocks with a viable option.?*?

Benjamin states Non-Secret Encryption was, “revolutionary in the intellectual
schema, and eventually in its operational impact,” though he concedes:

We didn’t then foresee the full eventual operational impact...I judged it most important
for military use. In a fluid military situation you may meet unforeseen threats or oppor-
tunities. To cope with threats or exploit opportunities you have to quickly reconfigure
your forces...You can’t do that unless you share secure communications. This means...
if you can share your key rapidly and electronically, you have a major advantage over
your opponent.?%3
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GCHQ immediately passed on the discovery to NSA, which, according to Benjamin
caused, “enormous professional excitement in the cryptography community.” The
NSA nominated Benjamin for the top US civil award, though in his words it was
“vetoed by the Foreign Office because this would have revealed our close association
with the NSA at the time”; however, NSA did present him a “special medal to show
their admiration.”?** Despite the enthusiasm, Cocks commented:

In the 70s public key cryptography was too expensive...All of the ideas were well
ahead of their time. No one was implementing public key cryptography in the 70s. The
UK government didn’t use it until the late 1980s with the [CESG-developed] Brent
telephone. By the time things were implemented, public key cryptography was quite a
mature subject.?

Asked about whether there is any link between the discoveries at Stanford and MIT,
and NSA’s knowledge of Non-Secret Encryption, Benjamin states:

NSA collaborated with Stanford and MIT to develop a secure computing architecture.
There was a steady flow of people traveling between Fort Meade [NSA headquarters]
and Stanford as part of the project. Our “non-secret encryption” was then such a lively
subject of discussion at NSA that it would be surprising if some hint of our line of
thought had not been inadvertently passed to Stanford, thus stimulating them inde-
pendently to develop the same ideas and algorithm in their “public-key cryptography.”
However, I certainly do not believe that there was any deliberate leakage by NSA or
any conscious plagiarism by Stanford.?®

Ellis reflected that the revelation of cryptographic algorithms within the intelligence
community is “only sanctioned in the interests of historical accuracy after it has
been demonstrated clearly that no further benefit can be obtained from continued
secrecy.”?7 After declassification of the GCHQ discovery predating that of Diffie
and Hellman, the latter commented, “credit goes to the first to publish.”>*® In 1982,
Diffie became aware of the GCHQ discovery via an NSA employee, and traveled to
meet Ellis in England. Whilst Ellis never officially acknowledged he was the father
of non-secret encryption, as he had called it, he and Diffie became close. One night,
after several drinks at a local pub, Ellis told Diffie, “You did more with it than we
did”—it was the last time Ellis ever spoke publicly of the topic—and it remained
classified until after his death.?”®

The first crypto war was won and lost by both sides.

The NSA were victorious in implementing the Data Encryption Standard (DES)
with a key length they desired, though it is unknown if the NSA were able to con-
duct exhaustive attacks against 56-bit keys when DES launched. However, if they
were not able to, and had agreed to such a key length, they may have concurrently
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established a plan where, within a reasonable timeframe, they could develop such
capabilities—this part of the history remains secret.

In a small consolation for the academics, the next time an encryption standard
was developed—the Advanced Encryption Standard [AES]—the process would be
transparent and passed the collective scrutiny of their community.

When it came to academic freedom to publish, the academics were victorious.
Knowing in the post-Nixon era further legislation for surveillance powers would be
unlikely to pass, the NSA had to abandon their original plans for a law to control the
free dissemination of cryptological information. The voluntary submission program
was an attempt to maintain at least some degree of influence over the academic
community, but with the press on their side, had NSA ever attempted to prevent pub-
lication against the wishes of the author, they were likely to face a public relations
nightmare.

5.18 DID THE DIGITAL PRIVACY ACTIVISTS MAKE A DIFFERENCE?

In 1967, David Kahn dragged cryptology from the shadows and into the minds of
a generation of cryptologists. Shortly after, Diffie, Hellman, Rivest, Shamir, and
Adleman made discoveries enabling a revolution in cryptology, but did they really
have an impact during the seventies and eighties?

The reality is, Inman comments, the cryptological revolution advanced slower than
many expected.’®® Computing itself was still primarily in the hands of governments
and some businesses, whilst there was growing use of the Internet by individuals, it
was still the preserve of specialists. Economic and intellectual barriers meant cryptog-
raphy delivered little benefit to the ordinary citizen during the seventies and eighties.

Whilst in the early years the NSA demonstrated their inability to manage the situ-
ation with finesse, Bobby Inman reversed this trend. His deft relationship-building
and public engagement, that broke the NSA’s learned wisdom of operating solely
from the shadows, helped bridge the gap between the communities, and allowed
Inman to achieve the best outcomes available to the NSA given the prevailing
political climate. The NSA likely realized the need for, and growth of, commercial
encryption was inevitable—their strategy was probably to buy time to allow their
own cryptanalytic capabilities to evolve against new approaches such as public key
cryptography, of for more direct methods of intelligence collection, such as hacking
into target machines, to develop.

However, one could interpret the results of the cryptographers in another way.
Whilst the cryptologists did not accomplish everything they desired, upon the next
generation they bestowed a philosophy that the sharing of cryptologic knowledge,
even across borders, was inevitable. They provided the raw cryptologic ingredients
required if the cypherpunks were to be successful in bringing encryption to the

300 United States House of Representatives, 1980,
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masses in an era when the world would be coming online. They also passed down a
history that showed the NSA and the US government were able to be challenged, and
some successes were possible.

Years later, when looking back to the first crypto war, several of the key partici-
pants note that in retrospect they would have approached the situation differently.

As David Kahn observed, whilst the NSA clearly had the primary focus of their
arguments as aligned to their core mission—the breaking of foreign codes—the
academics were not disinterested parties: “They were making their careers here.
Challenging authority was in their DNA,” Kahn comments.**! Hellman substantiated
this when he reflected, “The thought just popped into my head: Forget about what’s
right. Go with this, you’ve got a tiger by the tail. You’ll never have more of an impact
on society.”392 Both sides were pursuing their own agendas, though this is not to say
there was not also an element of pursuing societies’ best interests.

In the wake of the alleged Chinese Nation State theft of the F-35 fighter jet from
a defense contractor, Bobby Inman stated of the academics that, “rather than being
careful to make sure they [weren’t] going to damage [NSA’s intelligence operations]...
I would have been interested in how quickly they were going to be able to make
[encryption widely] available.”303

Leonard Adleman reflected, “I totally understand the NSA’s point of view and
I think they acted very admirably in the way they handled it [the cryptological
advances].”3%* Adleman also reflected of the balance between privacy and security:

It’s a line that is drawn by the political process and it can be shifted a little this way and
a little that way from time to time. When there’s more national security needs, less pri-
vacy, and when there’s less national security needs, more privacy. That’s going to shift,
I expect, ad infinitum...it’s...the way it should be. So I no longer passionately believe
in my side and not the other. I think they’re both just a line we have to live with.3%

Most of those who would identify themselves as cypherpunks in the future were in
school or university as the first crypto war was waged; some future cypherpunks
were yet to be born. But when they came of age they would listen to the stories of
their intellectual forebears. The Web was still to be invented, the first crypto war had
been fought by those prophets anticipating what would emerge from the horizon:
when the second crypto war began, the new digital world was dawning.
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6 Crypto War I

(1991-2002)

Digital Signature
Standard (DSS) and
Key Escrow (Clipper)

The secretive National Security Agency has built up an arcane web of
complex and confusing laws, regulations, standards, and

secret interpretations for years.

These are used to force, persuade, or confuse individuals, companies, and
government departments into making it easy for

NSA to wiretap and decode all kinds of

communications.

Their tendrils reach deep into the White House, into numerous
Federal agencies,

and into the

Congressional Intelligence Committees.

Electronic Frontier Foundation, 1996¢

6.1 DIGITAL SIGNATURE STANDARD

A détente, facilitated by the stagnation of encryption technologies, existed between
the state and digital privacy activists throughout the 1980s. Ron Rivest attempted
to develop a circuit board capable of performing RSA encryption at MIT in 1982,
but the board was too expensive for general use; “the technology was premature,”
Rivest recalls, and there was not the market demand to generate further invest-
ment and achieve economies of scale, “We had some interest, but it was scattered.”

! Garfinkel, 1995, 84.
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Three critical dependencies existed before public key cryptography could be widely
adopted. The first was affordable personal computers. In 1984, only 8% of American
citizens had a computer at home, rising to 15% in 1989, and 23% by 1993; it would
be 1997 before Internet penetration reached 19% of households.? The second depen-
dency was personal computers with greater computational power than those available
in the 1980s, which had proved unable to support processor-intensive cryptography
operations. The third dependency was an encryption algorithm capable of exploit-
ing the still relatively meager processing power of early 1990s home computers to
rapidly generate the large prime numbers needed for public key encryption, without
being so lethargic in execution as to detriment the user experience. Whilst encryp-
tion was being baked into mainstream products such as spreadsheet program Lotus
1-2-3, and Microsoft Word 2.0, decryption capabilities were often readily available
demonstrating the weakness of the algorithms and the implementation ineptitudes.
For example, AccessData sold decryption capabilities for products including Lotus
and Word for $185.3 The weakness of cryptography was highlighted by AccessData’s
creator Eric Thompson, who commented his decryption programs were so fast he
coded in delay loops to increase client perception of the decryption complexity.*
However, as the new decade emerged, the decade which would see the rise of the
World Wide Web, a public key signature and key exchange standard was desperately
needed to enable the advance of e-commerce.

The National Institute of Standards and Technology (NIST), the successor of the
National Bureau of Standards (NBS), published their proposal for a Digital Signature
Standard (DSS) in August 1991.° The ongoing digitization and automation of the
US government, and society, offered the opportunity of increased efficiencies if the
trustworthiness of written signatures could be digitally replicated. Lynn McNulty,
NIST’s Associate Director for Computer Security, explains that digital signatures:

will be an important part of re-engineering the business practices that we’ve used
for so many years in government and other parts of society...The signature will be
absolutely critical in certain areas where, because of statute or practice, we currently
require a written signature on paper.°

Signatures were also vital for technical activities such as software updates—if users
could not authenticate the update was from the correct source, they could be tricked
into installing malware onto their systems. NIST first called for proposals for a
public key signature and key exchange standard in 1982.7 The public key digital
signature would provide authenticity of authorship, whilst the public key exchange
would allow confidentiality (encryption) between two parties who had never met. To
move forwards in 1982, NIST had needed the NSA to agree to, or to develop, any

2 United States Census Bureau, 2010. > National Institute of Standards and Technology,
3 Schifreen, 1992, 162. 1991.
4 Zimmermann, 1994a, 105. 6 Sobel, no date.

7 United States General Accounting Office, 1993, 5.
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proposed solutions. A 1993 report by the government’s General Accounting Office
found the failure of NIST’s 1982 proposal was “because of NSA and FBI concerns.”®
The report stated that whilst NSA and NIST met several times “[to] discuss NSA
concerns,” the outcome of those meetings was NIST’s termination of the project
“because of an NSA request.”

NIST had placed public key cryptography back on the agenda in 1989. The rela-
tionship between NIST and the NSA remained complicated. The power dynamic
between the parties, and the NSA’s influence over non-classified information sys-
tems, had led to congressional concerns in the mid-1980s, and as a result the 1987
Computer Security Act (CSA) was passed, giving NIST control of issuing standards
for non-classified systems with the NSA relegated to a supporting role.!'” However, a
1989 memo of understanding (MOU) between the NSA and NIST seemed to under-
mine the CSA. The memo can be interpreted as placing NSA and NIST on equal
footing; rather than the former being subordinate to the latter, some even assessed
the document positioned NSA as the dominant party."! The MOU established a joint
NSA-NIST technical working group which would “review and analyze issues of
mutual interest pertinent to protection of systems that process sensitive or other
unclassified information.”> The technical working group would review:

prior to public disclosure all matters regarding technical systems security techniques
to be developed for use in protecting sensitive information in federal computer systems
to ensure they are consistent with the national security of the United States. If NIST
and NSA are unable to resolve such an issue within 60 days, either agency may elect
to raise the issue to the Secretary of Defense and the Secretary of Commerce. It is
recognized that such an issue may be referred to the President through the NSC for
resolution.'?

The MOU also stated NIST would:

Request the NSA’s assistance on all matters related to cryptographic algorithms and
cryptographic techniques including but not limited to research, development evalua-
tion, or endorsement.!*

The Computer Professionals for Social Responsibility (CPSR)’s Washington office
director, Marc Rotenberg, testified to Congress arguing the MOU, “undermines the
[Computer Security] Act, transferring the authority that Congress intended to remain
at the Commerce Department [NIST’s parent agency] to Fort Meade [NSA].”'> Another
testimony from Milton J. Scolar, Special Assistant to the Comptroller General within the
General Accounting Office, was supportive of Rotenberg’s assessment:

8 Ibid, Appendix II:2.1.5. 12 Ibid.
° Ibid, Appendix II:2.1.6. 13 Ibid.
10 United States General Accounting Office, ' Ibid.
1987, 7; United States Congress, 1987. > Rotenburg, 1993, 7.
' National Institute of Standards and Technology
and National Security Agency, 1989.
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The document as a whole...allows such prerogatives to NSA as it seems to me go a
long way towards nullifying any initiative that NIST might undertake to which NSA
would at the same time object...The memo to me does not project the full sense that
it is NSA that will be responsible to NIST. Rather, it suggests that where there is any
disagreement between NIST and NSA, that it will be NSA that keeps its hands on the
levers of control.'®

NIST met with the NSA to discuss the public key initiative in 1989, stating they
“would prefer having one public key (asymmetric) cryptographic algorithm that does
both digital signature and key distribution.”’” NIST argued it would be “difficult
to support two different algorithm standards where one could suffice,” and also,
“it would be difficult to support standards contrary to wider user acceptance”—the
subtext being the public would expect RSA to be the standard given its industry
dominance and the rigorous cryptanalytic testing to which it had been subjected.'
NIST favored RSA. Senior NIST scientist Dr. Roy Saltman described RSA as a
“most versatile public-key system,” and acknowledged the algorithm as the de facto
international standard.'” NIST requested NSA assistance in evaluating a series of
their candidate algorithms, including RSA. NIST’s criteria included: the algorithm
must be public, implementable in both software and hardware, and the algorithm
should be capable of both authentication (digital signatures) and confidentiality (key
exchange).?’ The NSA were also asked by NIST to provide “new algorithms when
existing algorithms do not meet NIST requirements.”?! NSA acknowledged the chal-
lenge of launching any algorithm they should produce; “any public key solution pro-
vided by NSA must be capable of withstanding close public scrutiny and discussion,”
they told the first meeting of the joint NSA-NIST Technical Working Group in May
1989.22

Despite frequent NSA-NIST meetings to discuss potential public key encryp-
tion standards, it was seven months after NIST’s first assistance request they were
informed NSA had excluded RSA as a candidate.?* NSA informed NIST they were
developing their own digital signature algorithm, but it would not meet NIST’s
criteria of being capable of key exchange.>* The author, and later patent holder, of
Fort Meade’s algorithm was NSA employee David W. Kravitz, who had written the
algorithm whilst on sabbatical at the Center for Communications Research within
Princeton’s Institute for Defense Analyses.? To achieve a digital signature, a hashing
algorithm is executed against the file for which a user is seeking to create a signature,
resulting in a string of characters called a hash.?® The hashing algorithm to be used
was the government’s Secure Hashing Algorithm (SHA-1), which would become a

16 Scolar, 1989, 37-38. 22 McNulty, 1997, 475.
7 National Institute of Standards and Technology, =~ 2* United States General Accounting Office,
1989, 472. 1993, Appendix II:2.1.7.
'8 McNulty, 1997, 479. 24 Ibid.
19" Schneier and Banisar, 1997, 304. 3 National Institute of Standards and Technology,
20" National Institute of Standards and Technology, 1991.
1989, 472-473. 26 Also sometimes known as a message digest.

2

Ibid, 472.
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standard in 1993.27 The hash is then encrypted using the author’s private key, which
results in a digital signature. A recipient of the file then uses the author’s public key
to decrypt the digital signature thus revealing the file hash. The recipient then uses
the hashing algorithm to generate their own hash of the file—if the hashes match,
the file is authenticated as belonging to the author (assuming the correct ownership
of the keys). The NSA position paper justifying why RSA was eliminated in favor
of Kravitz’s algorithm (albeit based on the public El Gamal algorithm) was classi-
fied top secret codeword, and was only available to view at NSA’s headquarters by
“properly cleared senior NIST officials.”?3

Through 1989 and 1990 NIST and NSA met weekly with little progress on the
original goal of agreeing on an algorithm capable of both authenticity and confiden-
tiality, Lynn McNulty would later reflect:

We went to a lot of meetings with our NSA counterparts, and we were allowed to write
a lot of memos, but we on the technical side of NIST felt we were being slow rolled...in
retrospect it is clear that the real game plan that NSA had drawn up was...key escrow.”

Key escrow is a system where encryption keys are stored by the government so they
can access communications when they possess a warrant. The government’s key
escrow would be announced in 1993, and became known as the Clipper chip.

A NIST report of January 1990 noted, “It’s increasingly evident that it is difficult,
if not impossible, to reconcile the concerns and requirements of NSA, NIST, and the
general public through using this approach.”3® The FBI were also concerned about
public key encryption and its impact on their interception activities. FBI Director
William Sessions wrote to the directors of the CIA and NSA, the Attorney General,
and the Defense and Commerce Secretaries, requesting a meeting to agree a public
key policy for “eventual submission to the National Security Council”; the FBI soon
joined the working group developing the DSS.3' NIST’s control over the project was
ebbing. Expressing their frustration, a NIST memo noted patent issues with the DSS
would need to be addressed, “if we ever get our NSA problem settled.”*

To surmount NIST’s recalcitrance to progress a standard incapable of both signa-
tures and key exchange, an internal NSA note of October 19, 1990 detailed a sched-
uled meeting with NIST’s Ray Kammer to present their “entire package (hashing
function, digital signature key exchange and data confidentiality standard propos-
als).”33 The memo noted, “if Kammer does not accept our proposal we will have to
consider escalating the problem.”3* The escalation path is unclear; nevertheless, it

27 SHA-1 was found to have a “minor flaw” created as national standards, it was also an indi-
that was discovered by NSA after it had been cator that NSA’s coding prowess was fallible.
launched as a standard, making it “less secure ~ 2® Sobel, 1993.
that original thought,” though NSA noted it was ~ ?° Diffie and Landau, 1999, Chapter 3.

“still extremely reliable” (National Institute of  3° Sobel, 1993.

Standards and Technology, 1994b). An update 3! Schneier and Banisar, 1997, 305.
was swiftly deployed, the incident was another 32 Sobel, 1993.

indicator to industry that the NSA were in fact ~ 3* Unknown NSA Author, 1990, 481.
continually evaluating the algorithms they 3* Ibid.
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would likely be to the President, via the Defense Secretary. NSA Director William
Studeman wrote to NIST director John Lyons in February 1991 to apply further
pressure:

We are aiming to publish detailed descriptions of the algorithms we have selected for
hashing and digital signatures. We anticipate no problem with the hashing algorithm,
but our digital signature proposal is likely to arouse some controversy...With your sup-
port we hope to be able to cut short debate and get on with the things that need to be
done to provide the necessary protection.?

Kammer agreed to the NSA proposal in April 1991, shortly thereafter the DSS was
publicly announced.*® The public were informed the DSS would provide authentica-
tion that a certain individual/organization (key holder) authored a file, but would
not provide for key exchange. As well as replacing handwritten signatures, NIST
advised digital signatures could “serve as a useful tool in protecting Government and
commercial software against hackers and viruses.”?” NIST declared their intention
to make the DSS available worldwide on a royalty-free basis—NIST believed their
algorithm was patentable, and no other patents applied to their algorithm.3#

In September 1991, Jim Bidzos, President of RSA Data Security Incorporated
(RSADSI), was enraged at news that a rival was being introduced to his companies,
and the industries established public key product: RSA.3? Bidzos wrote to Democratic
Representative Tim Valentine from North Carolina, Chair of the Technology and
Competitiveness subcommittee, demanding a Congressional inquiry into the DSS’
origins.* Bidzos argued, “NIST’s approach gives the appearance of trying to reverse
a major worldwide trend in industry and standards making.*! Bidzos wrote that
rather than “going the extra mile” to work with industry in developing a public key
cryptography standard, “NIST shuns industry cooperation and offers flawed propos-
als developed secretly with NSA.**? Ron Rivest, another of those set to financially
suffer should RSA not be selected as the algorithm of choice, wrote:

It is past the time for national cryptographic standards to be designed in secret back-
room negotiations according to hidden agendas. NIST should assume leadership role
by abandoning its current proposal and starting fresh.*?

Should the government revert and elect to use the RSA algorithm, the government
would have free usage, as the academics involved all received federal funding for
the associated research, commercial entities, however, would have to pay RSA a
license fee. Bidzos argued industry had already indicated its willingness to purchase
RSA encryption technologies: “a well-studied and well-respected public-key system
is worth paying a reasonable price for.”** Bidzos argued in not adopting the de facto

W

3 Schneier and Banisar, 1997, 307. 9 Bidzos, 1991.

3 Tbid, 306. 40 Tbid.
37 National Institute of Standards and Technology,  *' Ibid.
1989, 472. # Ibid.

3 National Institute of Standards and Technology, 4 Rivest et al., 1992, 47.
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RSA businesses that had already deployed RSA rather than waiting for the decade
late DSS would be “punished,” having the “undesirable effect of discouraging the
adoption of innovative technologies.” Whilst Bidzos’ comment on the usurping of
RSA as the principal public key algorithm were highly biased, they were not neces-
sarily unrepresentative of the cryptologic community. The maximum DSS key size
at 512 bits was considered too weak; Bidzos commented, “Any proposal, such as
NIST’s, that contains unnecessary restrictions on allowable key sizes...contains the
cause of its own eventual demise.™® Bidzos wrote he was “deeply concerned that it is
likely NIST and NSA intend to restrict use of DSS to specific conditions facilitating
their own ability to ‘break the system.”**’ Bidzos argued:

a “breakable” system is effected by forcing the use of a single number or small group of
numbers that the government can “break,” but they believe no one else can. A number
of the size proposed by NIST seems just about right for this scenario.*®

Such a capability, Bidzos argued would give the “government unwarranted, unneces-
sary, and undesirable powers to violate personal privacy.™® Bidzos argued there was
also a risk of a “digital Pearl Harbor,” whereby a foreign government also broke the
digital signature standard bringing about “a devastating loss of the security of the
entire national financial and business transaction systems.”*® Rivest questioned
the rationale for having a fixed key-size:

A national standard based on a fixed 512-bit key size would serve our country very
poorly—such a proposal unnecessarily risks catastrophic failure of the integrity of our
financial, industrial, and governmental information processing systems.>!

Martin Hellman argued whilst a minimum key-size should be enforced to ensure
an adequate level of security, there was no rationale for an upper limit—if one were
imposed, Hellman advised it be increased to 1024-bit.5? NIST responded to the criti-
cism by increasing the key length to Hellman’s recommended 1024 bits.> In the
decades to come, the invocation of national crises as the result of not following their
preferred path would be consistently conjured by digital rights activists, and later
also by government officers in pursuit of funding.

Rivest also saw malevolent intent in NIST’s patent application for DSS, a move
he believed NIST’s only motivation was to “force users, via licensing requirements,
to use key sizes shorter than they might naturally wish to use.”>* Rivest labeled the
DSA’s selection process as “flawed...the DSS algorithm was created by the NSA,
and adopted by NIST as its proposal, without any input from U.S. industry.”>
Rivest wrote, “the closed-door approach toward the development of DSS...created a

4 Ibid. 51 Rivest et al., 1992, 43.
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confrontational, rather than cooperative, situation between NIST and the U.S. indus-
try.”*¢ Rivest added that, despite the comments period increasing from three to six
months after industry criticism, such a period remained insufficient to “perform the
mathematical study required to validate a new proposal.””’ To further compound
this challenge, design criteria for the DSS was not released—a freedom of informa-
tion act request by CPSR to liberate the design criteria was denied.>® Rivest believed
a weak DSS was the first step in a larger plan to “install weak cryptography as a
national standard, and that NIST is doing so in order to please the NSA and federal
law enforcement agencies”; he continued:

While the DSS is nominally a proposal for only a signature standard, there are several
public key encryption algorithms known that could make use of distributed DSS public
keys. A strong signature algorithm invites extension to a strong public key encryption
algorithm; concern about this possibility is probably the major reason NIST selected a
scheme based on “weak cryptography” as its proposal. Should DSS be extended later
to a public key encryption standard, weak cryptography will then be built into the
national encryption standard, as well as the national signature standard.>

Bruce Schneier had similar concerns:

There should be a NIST standard for public-key encryption. NIST is committing a
grave injustice to the American people by not implementing a public-key encryption
standard. It is suspicious that NIST proposed a digital signature standard that cannot
be used for encryption.®®

Martin Hellman drew attention to the vulnerability of using DSS as a common mod-
ulus system, and the absence of sufficient warnings about its use. Hellman reflected
that whilst common modulus systems have the advantage of speed of key generation,
they also have a negative trait:

using a common modulus is analogous to having all personnel within an organization
use combination locks with 10-digit combinations, but with the first nine digits being
common to all users. This simplifies setting the combination...but allows an opponent
to amortize the cost of an attack on one lock over the large number of locks that are
then easily picked...clear warnings are needed about reduced security.°!

However, there were alternate modes of use other than common modulus for DSS.
Bidzos, Rivest, and Hellman all had conflicts of interest with regard to the DSS
algorithm. Bruce Schneier reflected on the “maelstrom of criticisms and accusations’”:

it was more political than academic...they [RSADSI] wanted RSA, not another
algorithm, used as the standard...RSADSI makes a lot of money licensing the RSA
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algorithm, and a royalty-free digital signature standard would directly affect the bot-
tom line.%?

NIST responded to criticisms by arguing the DSS was developed in accordance with
established processes, adhering to CSA, and by drawing on NSA expertise:

In the normal standards development process, NIST identifies the need for a standard,
produces technical specifications of a standard using inputs from different sources,
and then solicits government and public comment on the proposal. After the comment
period, the comments are analyzed, appropriate changes are made and a standard is
issued...This public process is being followed.®

NSA responded to the criticisms, quite curiously, through an interview with Houston
Chronicle journalist Joe Abernathy:

We state categorically that the chances of anyone—including NSA—forging a signa-
ture with the DSS when it is properly used and implemented is infinitesimally small.®*

Further, the NSA stated they reviewed the “arguments purporting insecurities with
the DSS, and we remain unconvinced of their validity.”®® NSA commented the “DSS
had been subjected to intense evaluation,” which led to its endorsement for use in
“signing unclassified data processing in certain intelligence systems and even for
signing classified data in selected systems.”® The NSA stated that the DSS was even
being used “in a pilot project for the Defense Message System to assure the authen-
ticity of electronic messages of vital command and control information.”®” NSA
articulated their role during the DSS selection:

NIST requested that NSA evaluate candidate algorithms proposed by NIST for a digi-
tal signature standard and that NSA provide new algorithms when existing algorithms
did not meet U.S. government requirements. In the two-year process of developing a
digital signature for U.S. government use, NIST and NSA examined various publicly-
known algorithms and their variants, including RSA.8

The NSA further stated they had “no role in limiting the power of cryptographic
schemes used by the public within the U.S.” and with regards to exports of cryptog-
raphy NSA:

analysis indicates that the U.S. leads the world in the manufacture and export of infor-
mation security technologies. Of those cryptologic products referred to NSA by the
Department of State for export licenses, we consistently approve over 90%.%
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The CPSR’s freedom of information request for DSS development documents was
finally granted in 1993. The cache revealed the extent of the NSA’s involvement.
CPSR’s lawyer David Sobel commented, “the super-secret NSA dominates the pro-
cess of establishing security standards for civilian computer systems in contraven-
tion of the intent of legislation Congress enacted in 1987 [the CSA].”"° Sobel added:

DSS was the first test of the CSA’s division of labor between NIST and NSA...The
newly released documents suggest that NSA continues to dominate the government’s
work on computer security and to cloak the process in secrecy, contrary to the clear
intent of Congress.”!

Brook’s General Accounting Office report also found discrepancies between the
respective legal remits and the reality on the ground during development of the DSS
assessing, “Although the CSA of 1987 reaffirmed NIST’s responsibility for develop-
ing federal information-processing standards for the security of sensitive, unclas-
sified information, NIST follows NSA’s lead in developing certain cryptographic
standards.”7?

The Computer System Security and Privacy Advisory Board (CSSPAB) wrote to
NIST to express their “grave concerns” with the draft DSS proposal.” The 13-strong
industry-government CSSPAB was established as part of the CSA in order to “iden-
tify emerging managerial, technical, administrative, and physical safeguard issues
relative to computer systems and privacy.”’* The CSSPAB comprised one chair,
four government seats, four vendor seats, and four non-government/vendor seats.
Willis Ware of the RAND corporation, a non-profit think tank, was Chair in March
1992; government seats were occupied by representatives from NASA, NSA, and
the Departments of Treasury and Transport.” Given their observance of the “mostly
negative” public comments, the CSSPAB sent Ware to express their concerns to
NIST’s chairman, John Lyons.” Lyons told Ware the public would have to clearly
explain the DSS’ negative impacts should a change be desired.”” With NIST unsym-
pathetic to CSSPAB’s concerns, it was decided in March 1992, CSSPABs should
call for a national public review of cryptology policy, as “the factors which led to
the selection of this [digital signature] algorithm are indicative of larger issues, com-
pounding the need for a national review.”’® The CSSPAB issued a series of reso-
lutions stating they would not endorse the DSS until this review was completed,
and neither should the Commerce Director.”” Support for such a review was given
by most branches of government; however, NSA Director Vice Admiral John M.
McConnell expressed his agencies’ “serious reservations about a public debate on
cryptography.”$® McConnell wrote:
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We do, however, support the need to ensure that government decision makers are made
aware of the oft-conflicting interests of the various stakeholders who seek to influ-
ence cryptographic policy. To the extent that we can be assured that national security
interests will not be jeopardized in a public debate, we are willing to pursue with NIST
actions that address the concerns raised by the board.?!

The CSSPAB also wrote to the outgoing Bush administration, and the incoming
Clinton administration advising them of national cryptology’s importance, and urg-
ing their support for the review.®? The additional key escrow controversy in early
1993 contributed to President Clinton instructing his administration to conduct
the desired national encryption policy review in May 1993—the National Security
Council would chair the review.%3

DSS also faced significant patent problems. Public Key Partners (PKP), who held
the Diffie-Hellman and RSA patents, claimed the DSS violated their intellectual
property. In an attempt to remove the patent obstacles, NIST announced its intent to
grant an exclusive worldwide license to PKP in June 1993.3¢ PKP’s Robert Fougner
stated, “only those parties who enjoy commercial benefit from making or selling
products, or certifying digital signatures, will be required to pay royalties to prac-
tice the DSA,” therefore the DSS would be royalty-free for personal, noncommer-
cial, and government use.® The CSSPAB advised NIST their PKP plan, “may have
latent consequences that would be negative for the country and general public”; the
CSSPAB passed a resolution stating, “the original goal that the Digital Signature
Standard would be available to the public on a royalty free basis has been lost,”
and the “economic consequences for the country have not been addressed in arriv-
ing at...the exclusive licensing arrangement with Public Key Partners.”%® The news
was met with hostility by industry, causing a position reversal in April 1994, when
the White House declared, “the Administration has determined that such technol-
ogy should not be subject to private royalty payments, and it will be taking steps to
ensure that royalties are not required for use of a digital signature.”%’

NIST announced the DSS’ approval on May 13, 1994, stating it had resolved the
concerns raised by 109 individuals and organizations, and had “addressed the pos-
sible patent infringement claims, and has concluded that there are no valid claims.”%8
The news was not warmly received, even the Department of Treasury and Inland
Revenue Services threatened to adopt RSA over the DSS.%? An even more damming
verdict came in June 1995, when many major technology players including Apple,
Microsoft, and Netscape collaborated with RSA Data Security to form Verisign,
which would become one of the world’s most important digital-signature certification
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authorities using RSA algorithms in competition to NIST’s DSS.%° By 1997, the DSS
was making little progress; Bruce Schneier and David Banisar reflected, “To date,
implementations of the DSS has been minimal.”®!

The government’s handling of DSS had demonstrated itself to be inept and unat-
tuned to public sentiment, yet the Clinton administration had opened another front in
the crypto wars which in many ways would define the conflict: key escrow.

6.2 KEY ESCROW: CLIPPER CHIP GENESIS

To deliver key exchange and confidentiality, the NSA were quietly working to com-
plete the Clipper chip in the early 1990s, a project initiated at the behest of the Justice
Department, but also with roots in NIST’s 1989 request.”?

Key escrow is a form of regulation which tries to resolve the technical problem
at the heart of the crypto wars: the provision of strong encryption defending citizens
against digital threats, whilst allowing the government an “exceptional access” (back
door) mechanism. There are two main theoretical issues with key escrow. Firstly,
cryptologists have repeatedly derided the practicality of exceptional access methods
within encryption algorithms.”® Any form of access method, or encryption weakness,
is also a vulnerability non-government actors can theoretically exploit. Secondly,
key escrow relies on trusting the government not to abuse the accesses with which it
is trusted—something very hard in the US with the then-recent history of Watergate
and other incidents which damaged government trustworthiness. In the twenty-first
century, the Trump administration has also demonstrated why governments should
not be trusted absent verification mechanisms. Therefore, a transparent and robust
system of checks and balances would be required for escrow to have any chance of
gaining citizenry acceptance, and openness and security/intelligence operations are
often in direct conflict. When considering key escrow, or any security control or
regulation, implementation should depend on a risk calculation. Is the risk greater in
leaving the technology unregulated, or in regulating, but accepting any associated
risks with such regulation—the principal risk of key escrow is governmental abuse
of power, an abuse that could contribute to an erosion of democracy. Ron Rivest
made just this point when writing to Senators in 1997. Rivest argued technology
should only be regulated when it was possible to do so, and when the benefits of
regulations outweighed the costs.”* Rivest argued cryptography didn’t meet either
of these conditions, as regulating encryption was like “trying to command the sea
to retreat.”®> Rivest commented key escrow was like “soaking your flame-retardant
materials in gasoline,” risking a “catastrophic failure of the exact sort you were try-
ing to prevent.””® Rivest argued that should organized crime corrupt “just a few offi-
cials or judges...the security of our national information infrastructure [could end
up] disappearing in the flames of keys ‘recovered’ by organized crime.”’
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Clipper was not the first time the NSA attempted to insert their algorithms into
commercial products. The Commercial COMSEC Endorsement Program (CCEP)
was a project in the mid-1980s to allow select industry partners to include classified
US algorithms within their products, which would subsequently be NSA-certified.”®
Jim Bidzos reflects the CCEP was “Clipper in a black box™; the algorithm would not
be able to be inspected to validate the absence of a covert NSA access mechanism.”
The project was ultimately unsuccessful as industry had invested heavily in DES
equipment, and a solution based on secret US technology could not serve the inter-
national market.'®° Further research is needed on this initiative.

More recently, in 1992, the FBI’'s Advanced Telephony Unit had written a paper
entitled Impact of Emerging Telecommunications Technology on Law Enforcement,
to reinforce their arguments, likely in preparation for any challenges to the Clipper
policy the incoming Clinton administration may have presented. The secret docu-
ment laid out the challenge facing law enforcement: “technology advances in the
telecommunications industry will facilitate the development and production of
affordable...cryptographically excellent encryption devices for voice, data and
image transmissions.”!”! The report explained telecommunications encryption
products preventing government access were already being deployed.'”> The FBI
predicted in the worst-case scenario that by 1994 only 40% of intercepted product
would be unencrypted, with no useable product remaining by 1995.19 Highlighting
the value of intercept, the FBI stated between 1985 and 1991, wiretaps delivered
seven thousand convictions, resulting in $295 million of fines, $756 million of recov-
eries, restitutions, and forfeitures, and $1.8 billion of prevented economic loss.!%*
The FBI advocated a national cryptography strategy that “affords legitimate users
of cryptography protection which their adversaries cannot defeat,” whilst ensur-
ing “cryptographic devices and systems are capable of real-time decryption by law
enforcement”; most controversially, the FBI argued policy should “prohibit cryptog-
raphy that cannot meet the standard enumerated.”!®> The FBI believed “to permit
unregulated use of excellent cryptography would establish an electronic sanctuary
for conducting criminal activities, unfettered by legal process.”!%¢

Launching the controversial key escrow scheme amidst the political turbulence of
an election year, in 1992 would be unwise. The ideal scenario was to launch Clipper
near the start of a new presidential term allowing two years for any public disquiet
to subside before mid-terms. The FBI and NSA also recognized the “pitfalls” of
advancing Clipper with the current Bush administration, the most serious being if
news of the “exploitable” chip emerged before the incoming Clinton administration
approved the solution. FBI Director William Sessions was advised:
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If that happened, it might result in their being pushed toward disavowing the prior
Bush administration approach in order to avoid the controversy, rather than the Clinton
administration moving forward with us in a consolidated effort to convince Congress
and the public of the merits of our position.'”?

However, there was a problem. In late 1992, AT&T were preparing to launch a line
of secure telephones superior to anything on the market. It was the first attempt to
sell a secure phone to the mass market, and 10,000 units would likely be produced
by April 1993.18 The AT&T Telephone Security Device (TSD) 3600 model used
DES, it was portable, and could be connected to any hardwire telephone.'” An FBI
briefing memo described the 3600 technology as “superior to and more user friendly
than similar telephone encryption devices,” and at $1000 it was also half the price of
similar devices.''® The device was the size of a small book, and didn’t weigh much
more; it was connected between the phone and the handset with only two buttons and
an LCD, the user simply clicked the “go secure” button to encrypt causing the 3600
to digitize the audio and encrypt the bitstream.'!!

Such a capability acceleration was directly opposed to the desires of the NSA and
FBI. Intervention was needed before Clinton’s inauguration. The Attorney General
delegated the AT&T problem to FBI Director Sessions.!'? The Clipper chip’s devel-
opment was accelerated.!'® The government would need to request AT&T use the
Clipper chip instead of DES to ensure market forces did not make their key escrow
plans irrelevant. Sessions called AT&T’s director, if they agreed to use Clipper in the
3600 the government would buy nine thousand units at a cost of $9 million.!"* The
inducement worked, and for now at least, the market was kept in check.

FBI Director Sessions wrote to George Tenet, Special Advisor to the newly
sworn-in President Clinton, and Senior Director for Intelligence Programs at the
National Security Council on behalf of a working group comprising FBI, NSA, and
the Department of Justice on February 19, 1993.1'5 The top-secret letter informed
Tenet:

Recent advances in communications technology, particularly telecommunications
technology, and the increased availability and use of encryption threaten to signifi-
cantly curtail, and in many instances preclude, effective law enforcement.!

Technical solutions would be needed to counteract this threat, “which need to be
incorporated into all encryption products. To ensure this occurs, legislation man-
dating the use of Government-approved encryption products or adherence to
Government encryption criteria is required.”!!”
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The Clipper chip was authorized by President Clinton in a confidential directive
of April 15, 1993, in which he stated, “the fact of law enforcement access to the
escrowed keys will not be concealed from the American public.”!!® Clinton wrote, 1
do not intend to prevent the private sector from developing, or the government from
approving, other microcircuits or algorithms that are equally effective in assuring
both privacy and a secure key-escrow system.”!!” Clipper was to deliver real-time
voice, fax, and data encryption, and intercept capability.'?* Concurrently, Clinton
issued a Presidential Review Directive instructing an interagency review on a num-
ber of cryptography topics, to include the impact of key escrow and whether it could
be implemented in software.'”! Ten months later, the review assessed prevailing
export controls were “in the best interest of the nation and must be maintained.”!?
The White House publicly announced Clipper a day later.!?* Clipper was presented
as a “voluntary program to improve the security and privacy of telephone commu-
nications while meeting the legitimate needs of law enforcement.”'>* The voluntary
nature suggests the Clinton administration believed a mandatory scheme would be
unpalatable to the public, or not proportionate to the threat. Alternatively, it could
be that a plan was developed to first establish Clipper and then to make key escrow
mandatory. The announcement argued:

We need the “Clipper Chip” and other approaches that can both provide law-abiding
citizens with access to the encryption they need and prevent criminals from using it to
hide their illegal activities.'>

The White House felt a balance was struck between competing interests:

The Administration is not saying, “since encryption threatens the public safety and
effective law enforcement we will prohibit it outright”...nor is the U.S. saying that
“every American, as a matter of right, is entitled to an unbreakable commercial
encryption product.” There is a false “tension” created in the assessment that this issue
is an “either-or” proposition. Rather, both concerns can be, and in fact are, harmoni-
ously balanced through a reasoned, balanced approach such as is proposed with the
“Clipper Chip.”126

The release explained the “state-of-the-art microcircuit” was developed by “govern-
ment engineers,” and:

Each device containing the chip will have two unique “keys,” numbers that will be
needed by authorized government agencies to decode messages encoded by the device.
When the device is manufactured, the two keys will be deposited separately in two
“key-escrow” databases that will be established by the Attorney General. Access to
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these keys will be limited to government officials with legal authorization to conduct
a wiretap.'”’

The announcement argued Clipper “provides law enforcement with no new authori-
ties to access the content of the private conversations of Americans.”'?® It was sub-
sequently announced escrowed keys would be stored with NIST, and the Automated
Systems Division of the Treasury Department, who were chosen “because of their
abilities to safeguard sensitive information, while at the same time being able to
respond in a timely fashion when wiretaps encounter encrypted communications.”'?
The release stated the Attorney General would procure several thousand AT&T
Clipper devices to “demonstrate the effectiveness,” and to further instill faith in the
technology.'3 “Respected experts” would be given access to the Clipper algorithm
to “assess its capabilities and publicly report their findings,” though the algorithm
would be kept secret from the general public.'*! AT&T’s Ed Hickey separately stated
Clipper would give their customers “far greater protection in defeating hackers or
eavesdroppers attempting to intercept a call.”3> Hickey added Clipper would “sup-
port both the government’s efforts to protect the public and the public’s right to
privacy.”133134

The announcement made The New York Times’ front page, with NSA’s involve-
ment reported by John Markoff.!*> Clipper was initially an internal NSA term, rather
than an official product name, but the administration had started using the term
and it stuck."*® The name was unfortunate and became the basis of many criticisms,
William Safire later wrote in The New York Times the government initiative “clips
the wings of individual liberty.”!3

Clipper programming would be executed in a specially created sensitive com-
partmentalized information facility (SCIF) within California-based Mykotronx.!3
Mykotronx were selected to complete the logic design for the Clipper chip in late
1991.1% According to the White House, Mykotronx were selected due to their
“expertise to quickly design custom design cryptographic chips...secure facilities
and [top-secret] cleared personnel.”*? VSLI Technology, also of California, were
chosen as the chip foundry “based primarily on its technological capabilities to fab-
ricate microcircuits resistant to reverse engineering.”'4!

The two 80-bit “seed” keys would be generated on separate computers at the
Mykotronx SCIF, before being transferred to floppy disks which would then be
inserted into a single computer to generate a final 80-bit composite programming
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key, or unit key, for insertion to the Clipper chip.*> As well as a unit key, each
Clipper chip had a unique serial number. Clipper chips cost $30 when sold in 10,000
batches. Clipper operated at 12 megabits (million bits) per second.'?

When two Clipper devices need to interact, they first negotiate a session key
which is used to encipher 64-bit blocks of data. A Law Enforcement Access Field
(LEAF) uses the chip’s unit key to encipher the session key, which is joined with
the chip’s serial number and enciphered with the family key (common to all Clipper
chips). To decipher the traffic, a government agent uses the family key to decipher
the LEAF and extract the sending chip’s serial number. The agent delivers the serial
number and a legal warrant to the escrow agencies, who release the two-key parts,
allowing the agent to extract the session key and decipher the message.!#*

6.3 KEY ESCROW: PUBLIC RESPONSE

The digital rights community offered an overwhelmingly negative response to the
Clipper chip; however, there were those more open to a key escrow system. Jerry
Berman, EFF’s Executive Director offered a surprisingly positive response:

the escrow system is an intriguing proposal, but the details of this scheme must be
explored publicly before it is adopted. What will give people confidence in the safety
of their keys? Does disclosure of keys to a third party waive an individual’s Fifth
Amendment rights against self-incrimination?'#?

The White House stated the Clipper algorithm, SKIPJACK, must remain classified
to prevent non-escrowed, adversarial usage."*® EFF Chairman Mitch Kapor com-
mented, “A system based on classified, secret technology will not and should not
gain the confidence of the American public.”'#’ Steve Jackson of Steve Jackson
Games agreed:

The manner in which this proposal has been put forward is improper and incomplete.
An algorithm intended for private and commercial purposes should not be classified as
a “national security matter.” And it is wholly improper to ask for meaningful “citizen
input” while the algorithm itself is secret.!®

EFF also highlighted concerns at Clipper’s genesis:

Clipper Chipset was designed and is being produced and a sole-source, secret contract
between the National Security Agency and two private firms: VLSI and Mycotronx.
NSA work on this plan has been underway for about four years. The manufacturing
contract was let 14 months ago.'*
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Whitfield Diffie gave the following analogy when explaining Clipper to Congress:

The effect is very much like that of the little keyhole in the back of the combination
locks used on the lockers of school children. The children open the locks with the
combinations, which is supposed to keep the other children out, but the teachers can
always look in the lockers by using the key.!>°

Professor George Davida of the University of Wisconsin labeled the Clipper chip as
the “monster twin” of the digital signature standard.’>' Davida pointed out the term
“escrow” was described by Webster’s Dictionary as “a deed, a bond, money, or piece
of property held in trust, so Davida commented:

Privacy held in trust? By Police? By intelligence agents?...holding privacy in escrow
is like holding someone’s wife in escrow for a night. This is no escrow. This is an
indecent proposal.'>

Davida argued the US had become a “cryptographic third world” as a result of gov-
ernment market interference, “the effects of government control is taking its toll
on research in cryptography: the number of papers on design of new systems is
minuscule compared to the number of papers that deal with the one or two systems
in place.”’>3

The cypherpunks were skeptical of Clipper. Their physical as well as digital foot-
print was expanding in 1993. Cypherpunk meetings were taking place in London and
Boston, as well as the original Bay Area gatherings, a Southern California chapter
was also planned.’* Tim May commented on Clipper, “the Clinton and Gore folks
have shown themselves to be enthusiastic supporters of Big Brother,” and warned the
cypherpunks to “Be afraid, be very afraid.”!>® Derek Zahn urged the cypherpunks to
start “sharpening our rhetorical knives,” Eric Hughes promised, “no compromises,”
whilst Detweiler posted, “Someone please wake me from this nightmare...let’s man
the battlestations.”!%¢

The cypherpunks and wider digital rights activists had expected the Clinton
administration to herald a new age of liberalized cryptography controls. John Perry
Barlow comments the administration members he met seemed:

extremely smart, conscious freedom-lovers...I was sure that after they were fully
moved in, they”d face down the NSA and the FBI, let Clipper die a natural death, and
lower the export embargo on reliable encryption products.!>’

However, by the time Clipper was announced, Barlow commented that the transfor-
mation of his administration friends made him feel “like I was in another remake
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of the Invasion of the Body Snatchers.”'>® Barlow says, “They’d been subsumed by
the vast minefield on the other side of the security clearance membrane, where dwell
the monstrous bureaucratic organisms that feed on fear. They’d been infected by the
institutionally paranoid NSA.”® Barlow reflects how his friends “used all the tell-
tale phrases,” Mike Nelson who was leading the National Information Infrastructure
program told Barlow, “If only I could tell you what I know, you'd feel the same
way I do,” to which Barlow replied he was inoculated against that argument during
Vietnam.'®® Barlow had good access to the administration, even on occasion hitch-
ing a ride aboard Air Force Two with the US Vice President, he reflected, “when I
talk to people in the administration their big hobgoblin is the ‘nuclear-armed’ ter-
rorist.”1%! Barlow assessed eliminating the possibility of such an attack, by whatever
means necessary was the principal concern of Clinton and Gore, “to which even
the future of American liberty and prosperity is secondary.”> Barlow believed,
“They have been convinced that such plots are more likely to ripen to hideous frui-
tion behind a shield of encryption.”!®* This world view was likely reinforced by the
terrorist bombing of the World Trade Center in February 1993. Whilst the attack
only killed six people, it was supposed to be much more potent, with the explosion
intended to topple the north tower into the south tower, killing thousands.'** Barlow
comments staffers were immune to the argument “anyone smart enough to steal a
nuclear device is probably smart enough to use PGP or some other uncompromised
crypto.”1% Barlow’s response to the use of nuclear-armed terrorists to justify Clipper
reflected that of many cypherpunks:

I'm willing to take my chances with the few terrorists and drug lords there are out
there rather than trusting government with the kind of almost unlimited surveillance
power which Clipper...would give them. It’s a tough choice. But when you look at the
evil perpetrated by government over this century in the name of stopping crime, it far
exceeds that done by other organized criminals.!%

Perry Barlow believed they were engaged in a:

revolutionary war...Clipper is a last ditch attempt by the United States, the last great
power from the old Industrial Era, to establish imperial control over cyberspace. If
they win, the most liberating development in the history of humankind could become,
instead, the surveillance system which will monitor our grandchildren’s morality. We
can be better ancestors than that.'o’

David Sobel believed the security establishment had engaged the Clinton adminis-
tration with:
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horror stories about terrorist attacks, more World Trade Center bombings...I think
politically, anyone in a decision-making position...is likely to take what they would
probably consider to be the cautious approach. And I would assume that’s what the
administration believes it’s doing here.'%

John “Captain Crunch” Draper also argued criminals would unlikely use the system:

Now, if I were a criminal, do you think I would be dumb enough to “register” my phone
with the government. Of course not. I would probably get mine on the black market, or
through some other illicit means!!'®

Cypherpunk Sandy Sandfort argued whilst the government was “being coy about
it,” their intent was to ban non-Clipper encryption.!”® Cypherpunk Phil Karn agreed,
writing a voluntary Clipper made “no sense whatsoever...one simply cannot escape
the conclusion...[Clipper] is a prelude to a ban on all other encryption schemes, or
at least a ban on those the government can’t crack.”’’! Phil Zimmermann concurred,
believing citizens were being treated like an “enemy population,” and felt “to make
Clipper completely effective, the next logical step would be to outlaw other forms
of cryptography.”!7? It would be August 1995 before an EPIC FOIA request resulted
in disclosure of the FBI Advanced Telephony Unit’s 1992 recommendation non-
escrowed encryption should be outlawed, David Sobel of EPIC commented that the
document:

demonstrates that the architects of the Clipper program—the NSA and the FBI—have
always recognized that key-escrow must eventually be mandated. As privacy advo-
cates and industry have always said, Clipper does nothing for law enforcement unless
the alternatives are outlawed.!”

Further FOIA-acquired declassified files affirm legislation against all non-Clip-
per encryption producers was discussed by the FBI and NSA; however, the latter
believed it would be “difficult.”!’* Continuing suspicions of encryption’s outlawing
led NIST to issue a special press release in May 1994, following their testimony to
Congress in which Ray Kammer stated, “Let me be clear...this Administration does
not seek legislation to prohibit or in any way restrict the domestic use of cryptogra-
phy.”1> Detweiler wanted to know, “Why is it that this process [Clipper] has been
wholly shielded from public view until now?””'7¢ Cypherpunk Hal Finney disagreed
with Sandfort’s belief that cryptography would be made illegal, believing, “The plan
instead is to make it [key escrow] a de facto standard for all encrypted voice com-
munications,” and arguing, “the government will initially exert as much influence as
it can to prevent any competing standard from getting a toehold.”'”” Finney believed
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the government had waited until the Clipper Chips were ready in volume, to provide
AT&T and key escrow with an advantage in the market:

It’s doubtful that anyone else could even come up with a standard that soon, let alone
get it into hardware...If the standard does become established, it could be tough to
defeat it. How easy is it going to be to sell a phone which is incompatible with every-
body else’s for secure communication?'’®

John Perry Barlow agreed:

The administration is trying to impose Clipper on us by manipulating market forces.
By purchasing massive numbers of Clipper devices, they intend to induce an economy
of scale which will make them cheap while the export embargo renders all competition
either expensive or nonexistent.!”

Whilst John Perry Barlow was not amongst those who saw imminent government
machinations to ban all non-escrowed encryption in the US, he was concerned such
plans could “develop in the presence of some pending ‘emergency’” such as a ter-
rorist attack or other high-profile threat.'®° Barlow noted the administration’s earlier
comment that no citizen had a right to “unbreakable commercial encryption prod-
ucts,” asking:

Now why, if it’s an ability they have no intention of contesting, do they feel compelled
to declare that it’s not a right? Could it be that they are preparing us for the laws they’ll
pass after some bearded fanatic has gotten himself a surplus nuke and used something
besides Clipper to conceal his plans for it?

Detweiler felt whilst Clipper was “an illegitimate child...borne of grotesque bedfel-
lows (e.g. Denning, Clinton, and the NSA),” it was “bringing into public view impor-
tant issues of cryptography.”'®! An anonymous cypherpunk warned against an overly
emotive narrative being projected to the public:

An assertion of the power of the ideas expressed on this list will put the Cypherpunks
in the discourse of public policy. Obviously, it should be well thought out and expressed
in the most positive way. Calm, cool, calculated response will gain the cpunks respect,
a knee jerk, emotional response will only get our ideas ignored.!®?

The cypherpunks considered branding Clipper as the “wiretap chip” to color pub-
lic opinion.'®® May reflected on the fleeting attention of media consumers to whom
they must direct their messaging, journalists consistently requested “pithy quotes”
and soundbites of him to reach their short attention span audiences causing May to
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“shake my head in despair,” before trying to fulfill their requests.'®* Eric Hughes
had become proficient at providing such pithy quotes to help the cypherpunks’ mes-
sage; he was quoted in The New York Times® Clipper coverage arguing, “This plan
[Clipper] creates the ears of Big Brother, just as Orwell warned.”!®> May considered
targeting the broad public as a means to change the Clipper policy imprudent, argu-
ing, “Crypto is too abstract for most people. I doubt anything we say can change
this. And ‘privacy’ is a complicated theme.”'®¢ May believed instead that “the key
is to reach the relatively small fraction of policy shapers, both outside govern-
ment and inside.”'®” May believed whilst the “suits” of EFF or CPSR talked with
“Congresscritters,” there was a “more guerilla-oriented” role for the cypherpunks
to play creating a “good cop bad cop” dynamic.'3® May advocated active measures,
“More covert efforts to disrupt Clipper-type activities,” telling the cypherpunks to
“use your own imagination here.”'® One active measure was to use “Big Brother
Inside” stickers, emulating the “Intel Inside” stickers; May posted, “While I will not
encourage you to surreptitiously place these stickers on boxes containing the prod-
ucts of the aforementioned companies, let your conscience be your guide. Wink.”!%
May argued, “Subversive actions that generate media attention, that trigger other
people to begin to do things...and that create new communities...are much more
effective.”’! Phil Zimmermann would later suggest the cypherpunks start referring
to key escrow instead as key forfeiture.'”? Eric Hughes had dinner with John Gilmore
and John Perry Barlow in late May after their trip to “DC with the rest of the EFF
Board to talk to politicos.” Gilmore and Barlow told Hughes, “Clinton has signed
onto Clipper full-bore 100%...They’re going to deploy Clipper without regard to
public sentiment.” Hughes said, “This is serious, make no mistake. If...the govern-
ment does restrict everything to be Clipper, all anonymity and pseudonymity efforts
are worthless.”!%3

Cypherpunk Matt Blaze pointed out a hardware-only Clipper solution would
disadvantage the US in the global market. Blaze wrote to NIST, explaining soft-
ware encryption can be added to a product at virtually no increase in marginal cost,
whereas “hardware-based encryption...can add over a hundred dollars to end price
of each unit.” This additional cost would either result in US products without encryp-
tion, or products with encryption manufactured overseas without key escrow, there-
fore Blaze wrote, “it is doubtful that the proposed standard will achieve sufficient
mass-market penetration to have much impact on the security of our communica-
tions networks.”'* Phil Karn agreed, “The Escrowed Encryption Standard is not
only fatally flawed on any number of Constitutional considerations, its sole reliance
on hardware implementation makes it completely impractical and uneconomical for
the mass consumer market.” Karn argued in advancing such a scheme, NIST, “far
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